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Preface

The workshop entitled Magnetic Susceptibility of Superconductors and other Spin
Systems (S4) was held at Coolfont Resort and Health Spa, located near Berkley Springs
West Virginia on May 20-23, 1991. There were over sixty attendees, approximately half
from the United States, the remainder representing over twelve different countries. The

international character of the workshop may be gleaned form the attendee list, included in
this volume.

The intent of the workshop was to bring together those experimentalists and
theoreticians whose efforts have resulted in significant recent contributions to the
development and use of the ac susceptibility technique as well as to the interpretation of
data obtained from these measurements. Many spirited discussions occurred during and
after the presentations. These are reflected in the manuscripts contained in these
proceedings. Although camera ready manuscripts were required from all participants at
registration, all manuscripts were revised and reflect the lively exchanges that followed
each presentation. The small size of the workshop allowed the participants a high degree of
flexibility. Consequently when a controversial topic such as "the irreversibility line"
emerged, a special session was organized on the spot. At the suggestion of Ron Goldfarb,
participants were invited to contribute a one page summary containing their thoughts on the
topic. These stand alone contributions were retyped and included as submitted, with only
minor editorial changes.

These proceedings are intended for those experienced scientists new to the field and
graduate students just beginning their research. We have all at one time or another
experienced frustration in trying to follow the detailed arguments in a paper. Frequently
terms are not defined, and crucial steps are omitted which are familiar to the author but not
to the uninitiated experienced scientist or graduate student beginning his or her research.
Thus in our initial contacts with the invited speakers, it was emphasized that it was our
perception that many articles appearing in the scientific literature lack sufficient detail, be it
experimental or theoretical, to allow the working scientist to readily evaluate the relative
merit or correctness of a given experimental result or theoretical model. Therefore we
stressed that manuscripts to be published in the workshop proceedings should contain
sufficient experimental and theoretical detail so as to overcome our perceived shortcomings
of the current literature. Quoting from a letter sent to the attendees by the organizing
committee: Referring the readers to unpublished works for details is "streng Verboten",
i.e. not allowed. Also in place of the "it is easily shown that - ", theorists were urged to
take a few paragraphs and show us just how easy it is to do whatever it is that "is easily
shown". These same principles applied to the contributed articles. In general everyone
cooperated and the results of their efforts are contained in these proceedings.

Because of the emphasis on basics and fundamentals, some repetition was
unavoidable. We believe that this will provide access to alternative derivations and
discussions that should aid in the communication, and as a result most contributions can
"stand alone" thus avoiding much cross referencing.



Without the financial support of the Office of Naval Research and DARPA, as well
as the help and cooperation of the University of Washington and the Naval Research
Laboratory, this workshop would not have been possible. We also would like to
acknowledge at this time, the support of the Coolfont Staff. Finally we would like to thank
the conferees for their patience and cooperation that made the organization, running of the
workshop, and the preparation of this book a pleasant and enjoyable venture.

Robert A. Hein
Thomas L. Francavilla
Donald H. Liebenberg
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PROLOGUE

R. A. Hein

University of Washington
Seattle, WA

INTRODUCTION

The discovery, in 1987, of superconductivity in the YBazCu307.§ system with
transition temperatures in the vicinity of 90K, has led to the wide spread use of ac induction
techniques to characterize the superconducting parameters of this new class of high T,
superconductors. These workshop proceedings document, in considerable detail, the
experimental techniques and the theoretical models and concepts that have evolved during
the past four years to account for the magnetic and electrical properties of these granular
superconductors. To appreciate some points of controversy discussed by the participants
in the workshop, one should be aware of a few historical facts associated with ac magnetic
susceptibility measurements.

For 22 years between the discovery of superconductivity and the experiment of
Meissner and Ochsenfeld!, who used a small flip coil and a ballistic galvanometer or flux
meter to probe the magnetic field around a superconducting sphere in the presence of an
external dc magnetic field, the magnetic properties of superconductors were regarded as
uninteresting. It was obvious that these properties follow from Maxwell's equations in the
limit of infinite electrical conductivity, hence why waste precious liquid helium to check the
obvious? The discovery by Meissner and Ochsenfeld that superconductors possess unique
magnetic properties, not derivable from the infinite electrical conductivity aspect, led to the
development of ac and dc mutual induction techniques to search for new superconductors
and to study the magnetic properties of known superconductors.

Kurti and Simon2? used the dc ballistic inductance method to discover
superconductivity in Cd and Zn with T; values of 0.54K and 0.87K respectively.
Shoenberg? used an ac self inductance bridge in his study of the intermediate state in Sn (T
= 3.72K) and Daunt* used an ac mutual inductance technique to investigate ac shielding
effects. In the 50 years which have preceded the discovery of high T, superconductors,
there has been much discussion about the interpretation of magnetic susceptibility data
obtained by induction type measurements. A few selected highlights will serve to give the
reader an appreciation for difficulties encountered in the interpretation of the data.

BULK VERSUS NONBULK RESPONSE

It appears that until the 1960s, the dc ballistic mutual inductance technique was
preferred over ac techniques because of complications associated with eddy current losses
in the intermediate state> and because of the relative simple experimental requirements; one
needs only a battery, coil system and a ballistic galvanometer. In addition, one can readily
measure the total magnetic moment of the sample by simply moving the sample from the
center of one secondary to the center of the other in the presence of a dc magnetic field as

Xi



the resulting deflection or "throw" of the ballistic galvanometer is proportional to twice the
sample's magnetic moment, M. Thus in a given experiment one can measure M in the

presence of a dc magnetic field as well as AM/AH; where AM is the change in M caused by

the application of the incremental dc magnetic field, AH. Early popularity of the dc ballistic
inductance measurements also stemmed from the belief that these responses reflect bulk
properties of the sample. Consequently, one could use magnetic measurements of the
critical magnetic field curve of bulk samples to derive thermodynamic quantities, i.e. the

specific heat jump, AC(T=T¢), the electronic specific heat coefficient, v, etc. Such
calculations were routinely done even though R. P. Hudson® had shown that the
superconducting "bulk"” transition in PbTe does not occur when the sample was in the form
of a powder. This experiment clearly demonstrated that small amounts of superconducting
impurities, in this case free Pb, can give rise to magnetic responses that mimic a "bulk"
response.

In 1949, Daunt and Heer’ used the dc ballistic method to measure the critical
magnetic field curve of Zn chips imbedded in a paramagnetic salt pill used to produced the
required low temperatures. They reported the observation of an "excessive
paramagnetism" as the sample warmed in the presence of an applied dc magnetic field. This
feature was attributed to the formation of multiply connected superconducting regions by
the Zn chips. This interpretation was cast into doubt by the data of Steele and Hein8 on
Cd. These workers at the Naval Research Laboratory, Washington, D.C. were new to the
field and were part time graduate students. Their results, shown in Figure 1 were obtained
on a chemically pure, annealed cylinder of Cd, hence the mutiply-connected region
argument of Daunt and Heer seemed inappropriate. Clearly what one is seeing is the
response of a reversible intermediate state. Shoenberg had shown, in 1937, that the
positive, i.e. paramagnetic, dM/dh of the intermediate state is readily observed in the
behavior of the real part, x'y(T), of the complex ac magnetic susceptibility. Thus Steele?
pointed out that the "excessive" paramagnetism observed by Daunt and Heer need not
imply multiply-connected regions. How this comes about as a result of the Meissner-
Ochsenfeld effect is shown with the aid of Figure 2. Figure 2a consists of a series of
isothermal magnetization curves appropriate for a spherical sample exhibiting the Meissner-
Ochsenfeld effect. In this case the magnetization curves are thermodynamically reversible
and M(T) attains its maximum diamagnetic moment of (-1/4n)H¢(T) when the applied dc
magnetic field, H9¢ is equal to (1-N)Hc(T). Here N is the demagnetization factor which
equals 1/3 in the case of a sphere and He(T) is the thermodynamical critical magnetic field.
There are two basic types of susceptibility measurements employed in the search for, and
study of, superconductors: (a) the incremental dc or ac measuring field is the only magnetic
field acting on the sample and (b) the measuring field is a superposition on an applied dc
magnetic field. In the latter case, this discussion will be restricted to the situation where the

measuring field and HA¢ are collinear in direction and HIC>AH.

Case (a). This is the one usually employed in the search for new superconductors

where one observes %0(T) = (AM/AH)Hqc = 0 as a function of temperature: here AH is the

incremental dc field applied in the dc ballistic technique. In the ac techniques one is
concerned with (dM/dh) where h is the ac magnetic field used in the measurement,
sometimes referred to as the excitation field. If the sample is cooled in zero applied

magnetic field and yo(T) is measured as the sample warms from T<<T¢, the initial value of
x0(T) is [1/(1-N)](-1/4m) which for a sphere will be -3/8x, see Figure 2b. As the sample

warms, X0(T) is a constant until the temperature Tip is attained at which temperature the
perfect shielding property of the superconducting state breaks down as the sample begins to
enter the intermediate state. Tj, is a function of the measuring field and sample's

demagnetization factor. It is given by AH = (1-N)H¢(Tjn). With further increase in T,
%0(T) decreases in magnitude and attains the value appropriate to the normally conducting
state of the material, usually zero, at a temperature Tcom which is a function of AH alone
and is given by AH = Hc(Tcom). In this case the transition width Tcom-Tin is governed by
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Figure 1. The incremental magnetic susceptibility xg(T) = (AM/AH)gq4c # 0 of a
cylindrical shaped sample of cadmium (Cd) as measured by a dc ballistic
mutual inductance technique. The galvanometer deflection, proportional to

xH(T), has been set equal to zero for the sample in its normally conducting

state. For these measurements HA¢ = 16.5 Oersteds (Gauss) and AH was
approximately 1.0 Oersteds. The magnetic susceptibility of the paramagnetic
salt, included in the figure, was used to determine the temperature of the
sample as the system warmed from the low temperatures produced by the
adiabatic demagnetization of the paramagnetic salt. The region AB denotes the
full diamagnetic shielding state of the superconducting Cd sample while EF
denotes its normal state. CE denotes the region of "excessive paramagnetism".
(taken from reference 8)
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(a) Isothermal magnetization curves, for selected temperatures, modeled for a
superconducting sphere, of dimensions large compared to the superconducting
penetration depth, which exhibits the Meissner-Ochsenfeld effect. Included in

this figure are two fiducial points, or values for the dc magnetic field, Hd¢, i.e.
Hdc = 0 and HIC # 0 as well as schematic representations of the magnitudes of
AH and ha¢, (b) Model response for %o(T) for a given AH or hac as a function
of temperature. (c) Model response for xy(T) for a given AH as a function of
temperature showing the differential paramagnetism of the reversible

intermediate state. A similar response will be observed with ha¢ but the
definitions of T1----T4 will be slightly different due to the ac nature of dh.



N, AH and the initial slope of the critical magnetic field curve, {dHc(T)/dT}1=Tc. Note that
x0(T) is always diamagnetic.

Case (b), here one has, see Figure 2c, a dc magnetic field applied to the sample
such that HA¢ + AH < (1-N)H¢(To) where To<<T is the temperature at which the
measurement of Xy(T) is initiated. Once again Xy (T) starts out at -3/8n and remains
constant at this value until a temperature Ty is reached at which temperature Hdc + AH =
(1-N)H((T7). As the sample warms X(T) becomes less diamagnetic, passes through zero,
and takes on positive values reaching a maximum positive value of (1/N)(1/4x) at T = Tp
which is given by HIC = (1-N)H,(T>) and the maximum positive value, +3/87, in the case
of a sphere is just twice the magnitude of the full diamagnetic shielding value. Upon
further warming ¥y(T) remains constant at this positive value until a temperature T3 is
attained at which xg(T) starts to decrease. T3 is given by HIC+AH = H¢(T3). Note that
while xg(T) defined as M(T)/H is always diamagnetic, the incremental or differential
susceptibility is positive for T in the interval Ty to T3. With further increase in T, xu(T)

continues to decrease and attains the value appropriate for the normally conducting state at
T4, where T4 is given by HI=H(T4). Note that T4 is not a function of N, and hence the
point at which g(T) = 0 is a measure of He(T). Note also that the relative magnitudes of
the positive and negative constant levels is a measure of N. Any deviations from this result

is an indication of nonideality in the magnetic response of the sample caused by either time
effects or magnetic losses.

Figure 3a displays datal0 on an annealed 1.2 cm diameter Sn sphere. The M vs. H

and AM/AH vs. H data were obtained by the dc mutual inductance technique whereas the
dM/dh vs. H data were obtained with the same coil system using the ac mutual inductance
method. The agreement with the model results is viewed as excellent. Deviations from
model predictions are presumed to be related to time effects and eddy current losses.
Figure 3b displays data obtained on a machined 1.2 cm diameter sphere of Ta. The M vs.
H data show considerable hysteresis and no differential paramagnetic effect (DPE) is
evident in the ac data, i.e. dM/dh vs. H.

The dc data show a modified DPE in that the first application of AH after an
increase in H4¢ results in a positive value for AM/AH. The subsequent removal of AH and
all subsequent applications and removals result in the full diamagnetic value for AM/AH.
Generally speaking most published reports of AM/AH obtained by the dc technique are

based on an average of several on and off readings - thus the "initial" AM/AH value is
ignored or lost in the averaging procedure as well as in any ac measurement. For a detailed
discussion of how these data relate to the minor hysteresis loop associated with AH and the

?fgccts which "sweeping" the HA¢ field has on the ac data, the reader is referred to reference

) The above explanation of the "excessive paramagnetism" of Daunt and Heer
as being a manifestation of the DPE clearly rules out their "multiply - connected"
explanation. The DPE can only be observed if the sample is exhibiting a reversible

magnetization curve, i.e. one which has magnetic hysteresis that is small compared to AH
or dh which are usually in the 10-! to 10-3 Oe range.

) This explanation raises the question of why earlier workers using the dc mutual
inductance technique did not observe a DPE. In fact, Kurti asked Hein this very question.

In Kurti's case it was because the incremental field change, -AH to +AH, in his technique
was larger than the intermediate state interval of his Cd and Zn samples. In the case of
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Figure 3. (a) Measured isothermal magnetization curve, M vs. H, of a nominal 1.3 cm

diameter machined and annealed sphere of tin along with the corresponding
magnetic responses as measured by the dc and ac mutual inductance methods.
The temperature of the sample was 3.17 K and the magnitudes of AH and dh
were both 1.8 Oersteds. The frequency of the ac measuring field was 30 cps.
In the dc ballistic technique, galvanometers of two different time constants
were employed. Note that in some cases the application, removal and
reapplication of AH resulted in slightly different values for yy(3.17K). (taken
from reference 10) (b) Same type of data as in (a) for a machined but
unannealed 1.3 cm diameter sphere of tantalum. Note the large discrepancy in
the responses to the first and second application of AH. (taken from reference

10)

other workers one presumes that it was a lack of chemical and/or physical purity in the
samples, i.e. the magnetization curves were too hysteretic.

The DPE, if of the correct magnitude for the sample shape, allows one to
definitely conclude that the sample is exhibiting "bulk" superconductivity. Note that to see
this effect the incremental measuring field AH must be small compared to the range of field
over which the intermediate state exists. The DPE has been observed in most "soft"
superconductors. Serin et al.1! in their study of the isotope effect in Hg used the ac mutual

inductance method and observed a DPE. They took the peak in %'g(T) as a measure of

xvi
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Figure 4. xu(T) of the superconducting alloy LaPd,Ge; for four values of Hge. Note the
case for Hyc = 0 was denoted as %0(T) in figure 2b. (taken from reference 13)

H¢(T). This is an incorrect assignment; but, if the demagnetizatiop factor is small the error
involved is small and clearly of no consequence in the comparative type study utilized to
observe the isotope shift.

It was quite a surprise when Smith et al.12 reported the observation of a DPE in the
compound AuGap when the material was subjected to pressures in excess of 15 kbar.
Since then, Hull et al.13 have also reported that the ternary intermetallic alloy LaPdyGep
also exhibits the DPE, see Figure 4. To the author's knowledge these are the only two
“alloys" for which a DPE has been reported in ac magnetic susceptibility data.

If under correct experimental conditions a DPE is not observed. than one must
render the sample into the form of a powder in order to rule out the effects of trace amounts
of superconducting impurities. Conversely if one knows he is dealing with a bulk
superconductor, the DPE can be used as a measure of the samples "effective"
demagnetization factor. Clearly %0(T) data on bulk samples can not be used as a definitive

test for "bulk superconductivity", for such data do not reflect the "Meissner Ochsenfeld"
effect.

FILAMENTARY VESRSUS SURFACE SUPERCONDUCTIVITY

Maxwell and Strongin's work!4 on alloys gave rise to a renewed interest in the
behavior of the imaginary, or loss, component of the ac magnetic susceptibility. Whereas
Shoenberg's pioneering work showed that an extra loss peak in % "g(T) is due to increased
eddy current losses in the intermediate state, Maxwell and Strongin took the observation of
a loss peak in %" and X" as evidence for filamentary superconductivity and developed

an "effective conductivity " model to account for the behavior of %' and %". The existence
of two or more loss "peaks" was regarded as evidence of multiple superconducting phases
being present in the alloy. This filamentary argument invoked considerable controversy,
see Strongin et.al.15,
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When it was noted that that the changes in %' and " occur in the high field tail of
the dc magnetization curve, their behavior was taken as reflecting magnetic hysteresis
effects associated with the surface superconductivity of Saint-James and de Gennes!.
Starting with the works by Paskin et al.l7, Fink and Barnes!8 and Fink19, a myriad of

papers appeared dealing with calculations of the magnitude of the peak in %" and its

position with regard to the overall change in )'. These calculations consider the behavior
of minor hysteresis loops in terms of induced surface currents in the sheath. Subsequent
refinements of this critical state model for the superconducting current sheath appeared and
are discused in considerable detail by Rollins and Silcox20, Whatever model one cares to

cite, it seems as though a peak in %" occurs whose magnitude is between 0.30(1/4x) and

0.43(1/4m) and that it occurs when ' = 0.5(-1/4w). The reader is referred to the work of
van der Klein et al.2! for further experimental and theoretical details. Unless there have
been developments of which this writer is unaware, the mechanism which gives rise to the
"extra" loss in the superconducting sheet i.e. flux creep, flux flow etc. is still an open
question?22,

THIN FILMS

Most of the above remarks are applicable to "bulk" samples i.e. where dimensions
are large with regard to the penetration depth. Cody and Miller?3 used the ac self
inductance technique to study magnetic transitions in "thin" films of Pb and Sn with
thicknesses of 200 to 1200 nm. They worked with the dc magnetic field oriented parallel
and perpendicular to the film surface and observed a loss peak in both field orientations.
This is a comprehensive study of the ac response involving the effects of frequency, f, and
amplitude of the ac measuring field. They found that the loss peak in their thicker films,
while very pronounced at say f<100 Hz, decreased in magnitude with increasing frequency
and was not observable above some "critical frequency". In general their data indicated that

AR = %"H(T) and AL =)'g(T) were related in that AR(max) = 0.32(2rnf)AL and that the
peak occurred when AL = (0.5)AL(NS). They felt that magnetic hysteresis models could
not adequately account for all details of the magnetic response especially the fact that the
peak in thicker films occurs in the reversible portion of the high field "tail" of the

magnetization curve. They developed an "effective conductivity” model which could
account for all observations, including the large harmonic content in the ac response which

occurs in the vicinity of AR(max). In this model, flux-flow resistivity plays a dominant role
in determining the losses. They stress the usefulness of y' and %" measurements in

perpendicular and parallel dc fields on the same specimen as a means of determining
microscopic parameters of the superconducting state.

Ishida and Mazaki?4 also use the ac mutual inductance technique to measure the
zero field superconducting transitions in electrodeposited films of technetium, a 4d
transition metal. The films with thicknesses in the 2 to 5 pum range had T values of about
7.5K. They observed multiple loss peaks in some of their films and followed the reasoning
of Maxwell and Strongin in attributing this effect to sample inhomogeneities. They did not
cite the work of Cody and Miller.

LOW-DIMENSIONAL AND PROXIMITY EFFECT SUPERCONDUCTORS

Ribault and coworkers25 measured %' and X" of crystals of the organic
superconductor (TMTSF),;PFg under a pressure of 12 kbars where T¢ = 1K. They used an

IhaC of 0.03 Oe with f=68 Hz. and the ac field was perpendicular to the the high

conductivity axis of the crystal. A single loss peak was observed in yo"(T) and xg"(T).
These authors argue for "bulk" superconductivity and use the misnomer "ac Meissner
Effect”.
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Oda et al.26 measure ' and X" of (SN)y crystals with T¢ = 250 mK. No frequency
effects were noted, therefore eddy current losses were minimal. Data were obtained for ha¢
directed perpendicular and parallel to the b axis and a single loss peak was observed. A
point to be made here is that the authors reported a "remarkable dependence of the
susceptibility on [hacl". They concluded however that a complete Meissner effect was
observed. Note well that they only observed complete ac shielding and not the Meissner

effect. A subsequent paper26 reports on a study of the loss peak in %" as a function of
frequency, 1hal, its orientation with respect to the crystal axis and Hd¢. The large
sensitivity to 1hal and relative insensitivity to H4¢ led them to use a model in which the
(SN)x sample is considered to consist of electrically isolated fibers weakly coupled via a
network of Josephson junctions. Magnetic flux passing the junctions for each cycle of hac

gives rise to an effective resistance, hence a peak in ". Based on this reasoning, they
postulated an equivalent loop model in which the network of junctions is replaced by a
single loop with a weak link and calculated how such a loop leads to changes in the
measured mutual inductance, i.e changes in m' and m". In this way, they could account

for the observed temperature dependences of ' and %".

The concept of multiply-connected Josephson networks also appears in the work of
Ishida and Mazaki?’ and Ishida et al.28 on technitium impregnated in a porous alumina
substrate to form a multiply-connected network of weak links. Direct observation of the
wave form of the output of their Hartshorn mutual inductance bridge led them to propose a
phenomenological "equivalent loop model". The magnetization loop of the model was

analyzed by means of Fourier analysis. Measured behaviors for %' and " were consistent

with those of Oda et al. From the shape of the " peaks they conclude that the junctions
involved were of the microbridge type as opposed to tunnel junctions. Their model
produced harmonics consistent with those found by the theories discussed in the preceding
sections.

Starting in about 1980, Oda and coworkers in Japan have used ac magnetic
susceptibility measurements to study proximity-effect induced superconductivity in Cu?29,

Similar studies have been carried out for Cu and Ag30,3! by A. Mota and coworkers in
Switzerland.

These few selected categories should serve to illustrate the widespread use and
utility of ac magnetic susceptibility measurements in studies of superconductors. This
workshop will highlight areas in which ac magnetic susceptibility studies are currently
playing an important role; namely, the area of granular superconductors in general, the high
T¢ oxides in particular, and magnetic spin systems.
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ABSTRACT

Magnetization, ac susceptibility and electrical resistance measurements are performed in
the temperature range between 1.2 and 300 K and fields from zero (earth field compensated)
up to 5 T, by means of a multipurpose cryostat which has common cryogenics, temperature
control system, data acquisition and controlling computer. The magnetic measurements are
based on the determination of magnetic flux variation on a pick-up coil having two
symmetric, oppositely wound sections, when the position of the sample is switched from
the center of one subsection to the center of the other. For determining the magnetization the
emf is integrated while for the ac susceptibility the mutual inductance between an exciting
coil and the pick-up coil is detected. Voltage versus dc intensity as well as ac resistivity are
determined by a four probe technique. Moreover, simultaneous magnetic and electric
transport measurements may be performed, to our knowledge this being a novelty. Absolute
values of the three magnitudes are measured with an accuracy of 1%. The sensitivity is
103 Oe cm?3 for the magnetization, 10 emu for the susceptibility and 108 Q for the
resistance. Illustrative measurements on high temperature superconductors, permanent
magnets, as well as on other magnetic materials are included.

INTRODUCTION

Measurements of the differential (ac) susceptibility y=dM/dH, the magnetization, M,
and the resistivity, p, are widely used for the study of magnetic and electric properties of



materials. The presence of magnetic fields modify the transport properties of conductors
and, conversely, electric currents influence the magnetic behaviour. The relationship
between electric transport and magnetic quantities is specially important in superconductors
and in permanent magnets, both from a fundamental point of view as well as for its
applications. Usually these experiments are performed in different apparatus, making the
correlation of data both difficult and time consuming. Consequently, the design of a
multipurpose system for measuring Y, M and p sharing cryogenics, temperature control,
data acquisition and controling computer is of great interest and furthermore the sinergy of
the process may clarify some experimental uncertainties.

A great variety of mutual inductance methods are used in the study of magnetic
systems'-5. However, all are based on the detection of the emf induced by a time varying
magnetic flux in a pick-up coil, that contains the magnetic sample. Common ways to
produce emf are by means of alternating fields (ac susceptometers), vibrating the
sample/coil in an applied dc field (vibrating sample/coil magnetometer) or by extracting the
sample from the coil (extraction magnetometer) 6.

Pick-up coils used in ac susceptometer bridges are often formed by two axially
symmetric oppositely wound coils mounted in series. A primary coil concentric with the two
secondaries carries a current that generates the alternating field. Ideally, in absence of a
sample, the emf is zero and when a sample is introduced in one of the secondaries the
imbalance is compensated with an inductance bridge or measured directly by synchronous
detection.

Sensitivities of the order of 2x10-8 emu in the low frequency range are achieved 7. One
of the limiting factors to the sensitivity is the presence of a background signal that has to be
subtracted. Different methods to balance the measurement system in the absence of a sample
have been suggested. Between them are; a) The use of a matched, counterwound coil
mounted in series$, ) Recording the signal difference obtained when the sample is moved
between the centers of the two sections of the pick-up coils 7 and ¢) Subtraction of an ac
waveform equal to that of an empty pick-up coil, using a differential amplifier before the
input to the lock-in amplifier 8.

From our experience of over two decades, we have found that sensitivities as high as
10-% emu can be achieved with a simple combination of these three methods. The apparatus
described in this paper has been optimized for ac susceptibility measurements at zero field in
the temperature range from 1.5 to 350 K. Moreover, measurements in fields up to 5 T can
be performed with the use of a superconducting magnet. The cryogenics, coil configuration,
temperature and magnetic field control are described in the next two sections.

Moreover, the motion of the sample between two positions, that compensates the
background signal in ac susceptibility, also enable the derivation of the dc magnetization by
integration of the emf induced during the displacement. Furthermore, using the four point
technique and the above detection electronics, ac or dc resistivity is determined, so magnetic
and electric measurements are performed simultaneously. The multipurpose apparatus is



described, whereas the final sections illustrate some experimental results obtained on high
temperature superconductors (HTS), permanent magnets and other magnetic systems.

EXPERIMENTAL SET-UP

Cryogenic system

The cryogenic system, similar to that recently described by Deutz et al’, is presented in
Fig. 1. The 5 T superconducting magnet and the induction coils are immersed in a cryogenic
liquid (He when operation of the magnet is needed) at atmospheric pressure. For
experiments below 4.2 K, a vacuum rotatory pump and a manostat is used to stabilize the
pressure and thereafter the He bath temperature. Two concentric borosilicate glass tubes
provide a contact gas or vacuum space to allow cooling or heating of the sample. However,
the sample space is filled with He gas at atmosferic pressure except for experiments at high
temperatures in which a low pressure (=10 mbar) is maintained to minimize liquid He boil
off.

- i He —

/

G H
U /
Fig 1. Schematic diagram of the cryostat. (A) Pneumatic cylinder for commuting the
sample, (B) vacuum connector for transport measurements, (C) contact-gas space,

(D) sample space, (E) coil-foil tube, (F) sample, (G) primary coil, (H) secondary
coils, (I) superconducting magnet.




Table I
Characteristics of one primary and the two secondary coils used in the cryostat

PRIMARY SECONDARY
Section 1 Section 2

Copper wire diameter (mm) 0.15 0.15 0.15
Length (mm) 100 30 30
Number of turns 4 x 563 9x 166 9x 166+AN
Internal diameter (mm) 30.9
Distance between centers (mm) 40
Inductance (mH) 51 71
Magnetic field in the center (Oe/mA) 0.55
Resistance at 4.2 K () 1.9 2.3
Resonance frequency (Hz) 330

Coils

The mutual induction exciting and sensing set consist of one primary and two secondary
coils wound in series opposition. Details are given in table I. The primary is wound on a
teflon cylinder covered by capton foil; the secondary coils are wound on the primary.
General Electric varnish and celotex cylindrical spacers are used to give dimensional stability
to the assembly. A gold miniature four terminal connector is used for the electrical leads
which are soldered with Cd.

One of the secondary sections is wound with additional turns, AN, to allow the
compensation of the astatic pair. The mutual inductance set is constructed so that it can be
separated from the supporting teflon cylinder by cooling to liquid nitrogen temperature.
Afterwards, by small changes in the number of turns of one secondary, the background
signal is minimized at room temperature and the coil set is attached to the external
borosilicate glass tube. Two centering PVC pieces screwed on top and bottom of the
superconducting magnet allow to fix the relative positions.

Sample holder

The sample holder is attached to a long rod made of a non-magnetic and low thermal
conductivity alloy which is led through an O-ring to the attachment of a pneumatic piston,
that can commute the sample's position. For transport measurements it has a four terminal
vacuum connector in its upper extremity (Fig. 1).

For magnetic measurements, delrin holders are screwed to the lower part of the rod. A
typical example is shown in Fig. 2 a. For electric current transport and simultaneous
transport and magnetic measurements the lower part of the rod has a four pin terminal to
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Fig 2. (a) Delrin sample holder for magnetic measurements.

(b) Sample support for resistivity measurements. Four equally spaced
needles are used as constant pressure contacts with the sample. The current is fed
through the external needles, and the voltage drop is measured across the inner
ones.

which a typical sample holder, as shown in Fig. 2 b, is connected. The electric connections
with the sample are made by means of mechanical pressure of gold spring needles or by
silver paint contacts.

EXPERIMENTAL CONDITIONS

Magnetic field

A superconducting magnet immersed in the cryogenic bath enable to achieve dc magnetic
fields, H, up to 5 T. The coil is energized with a Hewlett Packard power supply (model
HP 6031A) implemented with a high stability option for inductive loads and a IEEE 488
interface. The source output is unipolar and for some applications (magnetic hysteresis
loops) the magnetic field must be inverted. For that reason, a computer controlled switching
(make before break) system is implemented °.

A voltage source for persistent mode operation of the superconducting magnet is also
included as well as a calibrated shunt resistance for measuring the current. The unit has also



been provided with logical support for verifying safety conditions needed in the control of
the superconducting magnet. When the power supply is operated as current source a
minimum increment of 30 Oe can be generated. For low field measurements the power
supply is used as voltage source and a resistance is placed in series with the superconducting
magnet. In this way field increments as low as 1 mOe can be obtained.

Temperature measurement and control

The temperature control system consists of three main parts: a cryogenic bath to cool the
sample, a vacuum system which enables to isolate the sample area from the bath for heating,
and a microprocessor based temperature controller which reads and stabilizes the
temperature through resistive thermometers and a heater (Fig. 3) . The sample is in
thermal contact with the cooling liquid (helium or nitrogen) by He exchange gas in the
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Fig 3. Schematic diagram of the temperature controlling system.The digital module
consists of a CPU that sets PID parameters, two PIA integrated circuits that
control relais for selecting the current in the carbon-glass thermometer, the
controlling thermometer and the heating power range; and an IEEE 488 interface
for comunication with the main computer. The analog module consits of two
current sources, one for each thermometer, a PID module and a power heating
unit. IPt and ICG are voltages proportional to the actual current in the
thermometers. VPt and VCG are the voltages in the thermometers.




double wall container; regulation of the pressure with a vacuum system provides a control
of heat leakage from the sample.

Temperatures between 1.2 and 4.2 K can be attained by controlling the pressure of the
liquid helium bath with an Oxford Instruments manostat (model M26 vacuum regulator). In
order to keep the sample space at constant temperature throughout the measurement, the
thermometers and heaters are placed in a cylinder of vertical copper wires (coil-foil) with a
length of 30 cm.

Two calibrated ohmic thermometers are used: carbon-glass and platinum. This allows
optimum control throughout the whole range of temperature and field. For measurements at
high magnetic fields we take advantage of the full calibration range of carbon-glass resistor
(1.2 to 90 K) provided that its magnetoresistance is negligible. The Pt-thermometer is used
from 90 to 350 K. At low fields the Pt-thermometer is used above 30 K provided it has
higher sensitivity than the carbon-glass one.

Automated temperature controller

A PID analog temperature controller governed by microprocessor which is controlled by
the main computer through IEEE 488 protocol (Fig. 3) has been designed and built °. The
analog module includes two current sources (one for each thermometer), PID processing of
the temperature error signal and a power unit which feeds the heater. The purpose of the
digital module is to set PID parameters. The computer program selects the controlling and
the reading sensor according to the experimental conditions. V_.¢ is the voltage
corresponding to the temperature we want to achieve, for a known current through the
thermometer. The current that feeds the Pt-thermometer is 1 mA. In the carbon-glass
thermometer the current is varied from 50 nA to 300 pLA to minimize self-heating. The PID
constants are indicated by KD, KI and KP in Fig. 3. Finally there are four ranges of heating
power, from 0 to 4 W. All the commands are computer controlled, allowing automatic
operation over the whole range of temperature. From 1.2 to 30 K a temperature stabilization
of 1 mK is maintained during the measurement. Above 30 K the stability becomes 10 mK
and reaches 0.1 K above 300 K.

DESCRIPTION OF THE INSTRUMENT

A schematic block diagram of the measuring system is presented in Fig. 4. The sample
is placed at the center of one of the secondary coils at given H and T values. Two voltage
to current converters (VCC) that can generate alternating (i,)» and dc (I4,), currents are
used for feeding current through the sample or the primary coil.

In the ac susceptibility measurements (y, ) a current i, , governed in frequency and
amplitude by the lock-in amplifier oscillator voltage (the reference) is fed into the primary
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Schematic block diagram of the complete measuring system. For x,.

measurements, i+l is led to the primary coil. The emf induced on the secondary
coils is filtered on the low noise transformer prior to enter the A input of the lock-in
preamplifier. The background signal is substracted using the B input. Depending
on the reference frequency selected with the synchronous multiplier, the nth

harmonic is measured and transferred to the computer, for both positions of the
sample. For resistivity measurements, the excitation current is driven trough the
current leads into the sample. For p,. measurements, the voltage drop is processed

as in the ac susceptibility case. For p,, the amplified voltage is measured with a
multimeter and transferred to the computer. In all cases, ac and dc currents are
monitored with a multimeter. For M measurements, the emf induced by the sample
displacement is amplified, digitized and transferred to the computer. The data are
then numerically integrated to obtain the magnetization. The sample position is
controlled with a pneumatically operated commutor. Lock-in amplifier: EG&G
PAR 5301. Low noise transformer: EG&G PAR 1900. Multimeter: FLUKE
8842A. Chopper preamplifier: ANCOM 15C3A°.



coil. In the absence of a sample, a background signal, due to non exact compensation of the
two secondary sections, is obtained. The signal of the two secondaries in series is amplified
by a low noise transformer and introduced in the A input of the lock-in differential
preamplifier. A background compensation signal is generated by electronic amplitude and
phase modulation of the reference and introduced in the B input. The preamplifier subtracts
the A and B signals and, as a consequence, the sensitivity of the lock-in can be increased up
to the noise level of the system (see below). When a sample is present in one of the
secondary sections, a signal proportional to . is obtained at the output of the lock-in.
Feeding a dc current through the primary, /,; ., we may compensate the Earth’s magnetic
field or study x,. in weak dc fields. A synchronous frequency multiplier ° generates an

external reference that is used for the harmonic analysis of the ¥, signal.

The i, and I values are read by a multimeter connected to the computer via an IEEE
interface, while in-phase and out-of-phase readings of the lock-in are directly transferred to
the computer via an IEEE interface.

For ac resistivity, p, , experiments the i, current is introduced in the current leads of
the sample holder rod. The signal at the voltage leads is proportional to p,_ and detected by
the lock-in. In this case the background signal compensation may be used as an offset when
very small variations of p, have to be detected. For the determination of the dc resistivity,
Pqc> the I current is applied to the sample and the dc voltage is amplified by a low
frequency chopper preamplifier and converted to a digital signal by a multimeter.

When the sample, having a magnetization M in the presence of a dc magnetic field H,
is moved from the center of one secondary coil to the other, a low frequency signal
proportional to dM/dt is induced. This signal is conducted to the chopper preamplifier and
its output is fed into the A/D converter of an analog/digital board which transfers data to the
computer in DMA mode. The magnetization is calculated by numerical integration.

The method is based on the lock-in detection of the mutual inductance changes produced
in the secondary oppositely wound coils by the presence of a magnetic sample. Let us call
M, and M, the mutual inductances between the primary and each of the secondary

sections. When, in the absence of a sample, a current i, (r) = ig cosat pass through the
primary coil, M,#M, due to the non exact compensation of the coils and a background

emf, g(1), is always present.

g()= (M,-My) di Jdt = - (M,-M,) iyo sinax

Furthermore, when a magnetic sample is introduced in one of the secondary coils the mutual
inductance changes and a new term, £(t), appears. The total emf is given by:



(@) =g+, ¢
£:1(8) = - NS, f Xoo dh, (D/dt ¥))

where N, and S, are respectively the number of turns and the section of the first
secondary; f the filling factor and &, (7) the ac field generated by the exciting current
i,.(). X, is the complex ac magnetic susceptibility, that in the linear aproximation is
given by x,.=x'-ix", where x' and %" are the in-phase and out-of-phase components,

respectively. When the sample is placed in the other section of the secondary the induced
emf will be

&(1) = &) - £,(0)

where £,(7) follows expression (2) with subindex 1 replaced by 2. The lock-in amplifier
measures the rms value of &(7) and &,() and its difference is proportional to the ac
susceptibility

= = -1
€1ms ~ E2oms = £sl,rms + €52, rms™ CX, hO Kac

where Cyy = [(N1S1+N2S2)fo ]! is a calibration factor, that represents the sensitivity of the
system.

This method combines two compensation techniques: i) the use of a series matched
counter-wound coil and ii) the position change of the sample from the center of one coil to

the other. It gives reliable results when €, (7), £,(f) 2 £5(#). But in some cases, for
small susceptibilities it occurs that £, (#), £,(f) << &g(?). In this case the sensitivity of

the lock-in cannot be adapted to the low emf values of the sample and the signal to noise
ratio becomes rather poor.

For calibration (determination of the constant Cx) and phase setting (¢) of the lock-in
amplifier, for proper determination of ' and %", a paramagnetic compound (Mn (NH,),
(S0,), 6H,0) is used. In Fig. 5 a typical calibration run is presented; at low frequencies
(w/2® < 1MHz) ¢ is the phase which at zero dc field makes negligible y" of the
paramagnetic salt and C, is obtained from 1/x'(T). In practice ®~!C, and ¢ are
frequency dependent, due to stray capacitance effects on the secondary coils. These effects
produce a resonance in the induced emf at frequency , at which »~1C, has a sharp peak
and ¢ changes by 1802 10, Therefore, both quantities C, and ¢ have to be determined for
each measuring frequency, that should be different from w,. A calibrating point at 4.2 K is
repeated each time that the whole apparatus is cooled from room temperature for a cycle of
measurements. The calibration factor at a given frequency has a reproducibility and accuracy

of 1% . Changes in ¢ of = 0.1? are detected between different calibration processes,
whereas variations in ¢ during a cycle of measurements are negligible, provided that the
measuring frequency is sligtly different (10%) from .
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The characteristics of the used mutual inductance coils were given in table I, being
&prms =100 MV for iy =2 mA, v= 120 Hz, and C;= 3x105 emu Oe/uV the calibration
factor. Taking into account the output resolution of the lock-in amplifier (0.01%) the
minimum detectable signal is 10 nV (0.01%-&g ,,..¢), corresponding to 3x10”7 emu Oe. This
is insufficient in some cases in which susceptibilities of the order of 10-6 emu or smaller
have to be measured. So, before the phase sensitive detection, an additional background
signal compensation is needed. A simple and inexpensive way of doing that is to utilize the

differential capability of the lock-in preamplifier. A signal equal to £;() times the low

4 4
~ 3r 1 5
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< 2F 12 °
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3 L3
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o L L 1 o

0 20 40 60 80

T(K)
Fig 5. AC magnetic usceptibility and its inverse (v = 120 Hz and h, = 1.1 Oe) of the
paramagnetic Tutton salt Mn(NH,),(SO,4),.6H,0 used as calibrant compound.

The phase is adjusted on the lock-in amplifier so that %" is zero. The calibration
constant Cx is obtained from the salt Curie constant , 4.375 emu/(K mol).

noise transformer ratio (=100) (see Fig. 4), can be generated using the lock-in reference
signal and a simple amplitude and phase modulation circuit. The block diagram of an
electronic circuit to compensate the background is shown in Fig. 6 together with that of the
VCC. The voltage from the lock-in oscillator controls the background signal compensation
and the 20 mA VCC. The analog output of the computer controls the dc 2 A VCC. All the
stages are standard operational amplifier circuits described elsewhere 10, This method allows
one to compensate the background signal at the input of the lock-in to a level which permits

operating in the 1 nV full scale sensitivity (10 nV at the input of the low noise transformer).
Consequently the resolution (0.01%) will be of the order of 1 pV, and, therefore, the
minimum detectable signal will be determined by the noise.

To calculate the minimum equivalent voltage noise of the detection system (coils, low
noise transformer and lock-in preamplifier) one has to consider the thermal voltage noise of

11



the secondary coils £ (4.2 K) = 20 pV/AVHz and the equivalent voltage and current noise
generators of the electronics. The dominant term is the noise voltage of the low noise
transformer; i.e. £, = 0.4 nV/NHz at 120 Hz 9. Then, the noise level and the resolution
will be given by :

Znoise level = 10 'Cy € = hg'(1x10°8 emu Oe/VHz) .
Experimentally, the noise level attained using a high performance lock-in amplifier
(EG&G model PARS5301) with 40 dB of dynamic reserve and a band-pass filter with Q =5

in the preamplifier stage, has been 10" emu with hy= 10 Oe, in good agreement with the
calculation. This ultimate high sensitivity is only achievable due to the three step of

o =

BUFFER PHASE INVERTER BUFFER
INPUT SHIFTER 180° OUTPUT | gacKGROUND
] SIGNAL
COMPENSATION
BUFFER vee factlde
SEmmmm—
FROM LOCK-IN INPUT 070 20 mA
OSCILLATOR
Ll;é'l lgc CONTROL
FROM D/A BUFFER vce ldc
INPUT 0T02A °

Fig 6. Block scheme diagram of the background signal compensation system and the
VCC sources. The oscillator signal from the lock-in is phase and amplitude
modulated.

background compensation: i) Use of a series matched counter-wound coil. ii) Recording
of the signal difference between the centers of the two coil sections, iii) Electronic .
background compensation at intermediate signal level .

The system operates in the range from 10 Hz to 10 KHz, enabling frequency dependent
studies of %' and ¥". A phase locked-loop synchronous frequency multiplier can be

connected to the lock-in oscillator output so that multiples of the fundamental frequency, v,
can be generated for harmonic analysis up to ninth order. This allows the study of non-linear
effects that has become important in HTS ceramics. The method and calibration procedures
for those measurements have been described elsewhere 1. For a simultaneous recording of
harmonics up to arbitrary higher order a Hewlett Packard dynamic analyzer (model HP
3562A) is used.

12



Magnetization measurements

For magnetization measurements it is common to place the sample in one of the
secondary coils. As in the extraction method, the sample it is then pulled out of from one of
the secondaries to the other, a process taking a certain time At. In the transient there is an
induced emf, £(z), which is integrated between 0 and At¢. This measurement of the

magnetic flux proportional to the magnetization of the sample is possible since the final
position is out of the initial secondary coil, thus

At
f e@Wdt =-NSfM
0

where N is the number of windings. Outstanding to the sample simultaneous leaving the

first secondary and entering the second (see Fig. 4), it is simple to see that the signal
obtained after integration will be proportional to twice the magnetization .

Calibration is performed by measuring the spontaneous magnetization of a Ni standard
3 mm diameter sphere supplied by the Physikalisch-Technische Bundesanstalt. We obtain a
value of 0.98x10-2 Oe-cm3/uV-s. The magnetization curve M(H) at 4.2 K of the calibrant
(Mn SO,(NH,), SO, 6H,0) for ac susceptibility is presented in Fig 7. From the low field
slope we obtain a magnetic susceptibility that differs by 1 % from the tabulated value 12,

[ 0,3 -
o
-
? - 02
2 { o y
= 1 u!
0,1
0,0 L s
0,0 0,1 0,2 0,3
2 3 4 5
HoH(T)

Fig 7. Magnetization curve M(H) at 42 K of the calibrant compound

Mn(NH,),(50O4),.6H,0. The calibration constant is obtained from the low field
M(H) slope.
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The equivalent input voltage noise of the chopper preamplifier in its equivalent noise
bandwidth (=10 Hz) is 1 nV, therefore, the calculated noise for an integration time of one
second is of the order of 1x10-5 Oe cm3, a value that coincides well with the measured
noise.

Transport measurements

The four point method is employed for the measurements of the dc V-I characteristics
and ac resistance. The contacts are made with gold plated steel pins provided with a spring
so that the pressure at the contact point is constant. The sample has to be cut in the shape of
a long bar (6 mm in length). The outside pin-points feed the current and the two intermediate
ones allow the voltage drop measurement. (Fig. 2 b)

200
nﬂtﬁn'
Y3Rh2$|2 leniufnl
150 |
g
d 100
3.
= ! -
al
[
50 -/ o this work
®  Reference data
o _— L i 1 A 1 e 1 1
0 50 100 150 200 250 300

T(K)
Fig 8. ACresistivity of a Y;Rh,Si, bar shaped sample. Our results (o) coincide well with
those obtained in other laboratory (m).

The electrical measurement may be performed with dc or ac currents. For dc
measurements a current of up to 2 A may be used. The voltage drop in the sample is
amplified by the chopper preamplifier and digitized by a multimeter (see Fig. 4). For the ac
voltage detection we use the same low noise lock-in amplifier system than in the
susceptibility measurements. The in-phase and out-of-phase components of the signal are
detected and analyzed. In Fig. 8 ac resistivity measurements on a Y;Rh,Si, bar shaped
sample were compared with those obtained by other laboratory 13 The results coincide
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within 1%. The sensitivity is limited by the noise voltage of the low noise transformer. For
an applied current of 20 mA the calculated sensitivity is 1x10-8 Q in a bandwith of 1 Hz, in
agreement with the measured value.

MEASUREMENTS ON HIGH TEMPERATURE SUPERCONDUCTORS

Magnetic ac susceptibility, dc magnetization and resistivity provide valuable tools for the
investigation of macroscopic properties of HTS. We have used our system to study these

T T T T T T

103,— IXp! (emu/q)
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oth T(K)
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Fig 9. Modulus of the harmonic components |y3], [xs], [x7. [xo| as a function of the
temperature for a high density sintered Tl,Ba,Ca,Cu,;0y sample computed from

the first nine harmonics ( v = 42 Hz and h; = 11 Oe). For comparison lxll has been
included.

materials, pioneering some techniques as the harmonic analysis of the ac susceptibility
response, and below we present some examples.

Type II superconducting materials, under ac and dc magnetic fields higher than H,,

(lower critical field), show non linear behavior. For an exciting field h(z)=H dctHh cos(ar)
the resulting magnetization my(t) is :

m(y=Mo+ho Y [ ncos(neony+x" psin(noon)) 3)
n=1
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where x’, and x”, are the in-phase and out-phase components, respectively, of the
complex ac susceptibility. For H;,=0, there are only odd components, and for the case of
HTS materials, the increase of /H ;/ develops even ones 4.

When the sample is placed into an ideal sensing coil, the induced emf per unit volume is

then
()= hy S Cin[ X usin(nex)-y"scos(nan))
n=1

where Cx are the callibration factors.
n

Following the procedures described elsewhere ' 13, the x’,(T) and 3" (T) odd
components of the harmonics up to ninth order of a high density sintered Tl-Ba-Cu-O
sample, have been measured in thermal equilibrium between 40 and 115 K. True zero dc
field (compensated) measurements for v = 45 Hz and A, = 11 Oe were obtained, and the
results for the modulus x,, = (x',2+x",2)"/ have been plotted in Fig. 9. For comparison,
the out-of-phase component of the first harmonic x,"(T) has been included. Using
equation 3 and the ¥’ (T, hy) and x",(T,h,) n<9 results we may represent m(t,T) versus
h(t) deriving ac magnetization loops m(h,T), which are depicted in Fig. 10. At low

temperatures (40 K) and fields (11 Oe) the m(h,T) cycles are Rayleigh shaped and there is
good agreement with simple Bean critical state model predictions. Above 90 K more

sofisticated critical state models are needed for the interpretation of the x,(T) and m(h,T)
results 16,
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Fig 10. AC magnetization loops of a Tl,Ba,Ca,Cu;0y ceramic derived at different
temperatures by addition of the first nine components of the harmonics, for hy = 11
Ocand v =42 Hz.
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Fig 12.
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Fig 11. Hysteresis loop of an YBa,Cu;0, 5 ceramic measured at 65 K.
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DC field dependence of (@) x; (emu/g), () 105-x'1' (emu/g) and (=) 107,
(emu/g) in an YBa,Cu,0, 5 ceramic measured at 65 K (v = 38 Hz and hy =
0.55 Oe).The magnetic field clearly separates the intra- and intergranular regimes.

The sample was approximately a cylinder, diameter 2.5 mm, length 6 mm.



Harmonic analysis techniques have been of great importance for the understanding of the
weak-link nature of oxide superconductors, being an appropriate test for theoretical models
and a source of information to obtain microscopic parameters characterizing the samples 17

The field dependence of the magnetization, ac linear susceptibility and its harmonics
have also been studied in HTS samples. In Figs. 11 and 12 the measurements performed on
a ceramic Y-Ba-Cu-O at 65 K are presented. From the magnetization hysteresis loop of Fig.
11 it is concluded that the irreversibility field is around 4 T, being difficult its exact
determination from this type of experiment. The in-field ac susceptibility measurements
clearly show a lower field regime, with full penetration at around 0.03 T, and a higher one
indicating thet the grains are fully penetrated at around 0.32 T. Another interesting feature is
the similarity between the out-of-phase component, y,", and the amplitude of the third
harmonic x5 (Fig. 12 ). It should be noted that x," and x, are non-zero even at 5 T,
indicating that the a.c. magnetization is irreversible, and therefore H; (65 K) > 5 T. The
onset of non linear effects in y, (H,T) is an alternative experimental technique for the
determination of H; (T)!3.

As an example of the sensitivity which may be achieved with the installation,
measurements of y, (T) in a c-axis oriented Y-Ba-Cu-O thin film are shown in Fig. 13.
Two geometries have been recorded: with the exciting field parallel and perpendicular to the
c-axis. In the last one, signals of the order of 107 emu have been obtained a situation in
which the diamagnetic contribution of the sample holder signal has been measured and
subtracted. As the penetration depth is of the order of the film dimensions the origin of these
signals could be due to the misalignement of the film and the field.
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Fig 13. Temperature dependence of the ac susceptibility of a 300 nm c-axis oriented
YBa,Cu;0, 5 thin film. The c-axis is perpendicular to the face of the sample.
Triangles (open for the in-phase and closed for ten times the out-of-phase
component) show data measured with an ac field of 5.5 mOe applied parallel to the
c-axis. Squares are used for the case in which an a.c. field of 11 Oe is applied
perpendicular to the c-axis. The contribution of the sample holder has been
subtracted.
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Simultaneous Magnetic and electrical measurements

In the course of our investigation on the HTS macroscopic properties we have inferred
that studying the interplay of electrical and magnetic behavior of these materials should be
of great interest. This arises from the controversial comparison of the results obtained for a
macroscopic parameter which characterizes the samples; i.e. the critical current density J..
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Fig 14. (%)%, (®) 10 - %" in emu/g and V4/50 in mV simultaneous measurements in an
YBa,Cu,0, 5 ceramic. The temperature is kept constant at 84 K. An a.c. field of
0.55 mOe is applied parallel to the current. The voltage begins to increase almost in

coincidence with the drop of )" to zero, but the material is superconductor until ¥’
becomes zero.

Electrical measurements directly determine the maximum transport current which the sample
can bear in the non resistive state. However, the analysis of the magnetization or
susceptibility data within critical state models also allows to derive values of J, which may
be different because it depend of other current trajectories. An experiment as we propose
could unravel the mechanism of current distribution through a granular superconductor.

Simultaneously y,. components and V,_ have been recorded for a ceramic HTS sample
through which an increasing dc current is led. In Fig. 14 it can be seen that the three
quantities undergo significant changes for the same values of / 4o Quantitative analysis of
the data can be done in terms of critical state models 1° or of percolation models 2,



MEASUREMENTS IN PERMANENT MAGNETS

After the discovery of the high energy (B-H) product Nd compounds, the RE,Fe, ,B
series (RE= rare earth) have been the object of an extensive study. We have performed
magnetic measurements on the pure and hydrogenated compounds, to study the Spin
Reorientation Transitions (SRT) present in these compounds by competition of the
anisotropies of the Fe and the RE sublattices.

A detailed study of the ac initial susceptibility of a Ho,Fe,,B single crystal was
performed. It was measured along the [100], [110], and [001] directions (Fig. 15). The SRT
present at Tgpr= 57.8 K give rise to an abrupt step-like anomalous increase in x' for
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Fig 15. Magnetic susceptibility of Ho,Fe, ,B single crystal with applied field along the (o)
[110], ( ) [100] and (v) [001] directions.

decreasing temperature. The results may be explained in terms of a reversible magnetic
moment rotation produced by the ac magnetic field. Indeed, below Ty the transition
towards the conical orientation sets in and the perpendicular component of M yields a
significant contribution, giving rise to the strong increase observed both in the [110] and
[100] directions. On .thc other hand, along the [001] direction no anomaly in ¥'(T) is
detected at T, but a strong continuous increase is manifest above 150 K. This increase is
explained by the onset of narrow 180° domain wall motions induced by thermal
excitations 21,
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The resistance measurements as a function of temperature yield interesting information
relative to the itinerant character of the 3d electrons of these compounds. Because of the low
temperature domain of experimental accessibility, only the effects taking place in the Spin
Reorientation Transition have been studied. Polycrystalline blocks of sintered Nd,Fe, 4B, as
representative of a compound with second order SRT, and Tm,Fe,,B, as the case with a
first order one, were measured with the above described technique. No direct anomaly could
be detected at first. However, after graphically evaluating dR'/0T, the anomaly was shown

1 T T T T T
4 Tsr
g
-3 E m\-\l .
o Nd
(1]
: \
-2 g \"0.-, T T
; 1 SR
~ 4
[ 4
Ve \r
i Tm . T
T(K) L
———— E
0 5? l(I)O ISIO 290 2?0 30|O 350

Fig 16. Temperature derivative of the resistance, dR'/0T.

to be present in each compound. In fact, for the Nd case, dR'/dT presented a step-like
anomaly, while in the Tm case, a small but definite peak was observed 22 (see Fig. 16). A
possible explanation of this anomaly in dR'/0T near Tgp is the current dispersion caused
by critical magnetic fluctuations.

MEASUREMENTS IN OTHER MATERIALS BELOW 4.2 K

As a representative example of the measuring capability of the instrument in the.low
temperature region we depict in Fig. 17 the zero-field (no screening of the earth's magnetic

field) ac magnetic susceptibility of CsMnF,'H,0 2> 24, The measurements show the rapid

increase of the y' values when the temperature decreases. The very sharp peak below 2 K
is characteristic for the weak ferromagnetic nature of the magnetic alinement, which presents

a maximum at 1.52 K with a half width of 0.3 K. The peak in x' is accompanied by
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Fig 17. Temperature dependence of the a.c. susceptibility of CsMnF,*H,0

another one in the out-of-phase component, )", which presents a maximum at 1.49 K and

a half width of 0.1 K. Such behavior of x'(T) and x"(T) is related to the absence of
domain wall movements below T_ in weak ferromagnets.?.
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AC SUSCEPTIBILITY RESPONSES OF SUPERCONDUCTORS : CRYOGENIC ASPECTS,

INVESTIGATION OF INHOMOGENEOUS SYSTEMS AND OF THE EQUILIBRIUM MIXED STATE
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ABSTRACT

With  the discovery of high T, superconductors, ac magnetic
susceptibility measurements have become widely used for sample
characterization as well as for fundamental studies. The present article,
intended to introduce the reader to these areas of research, emphasizes ;
(a) the need for precise temperature determination, (b) geometrical
concerns associated with quantitative measurements of x’ and x", the
in-phase and out-of-phase components of the complex ac magnetic
susceptibility x#¢ = x’ + ix", (c) the use of an externally applied dc
magnetic field to obtain additional information on inhomogeneous
superconductors and the study of the mixed state. The magnetic responses
of both single and multiphase systems of classical and of high T,
superconductors are treated in detail.

A. INTRODUCTION

The discovery of high T, superconductors has renewed the interest
and popularised the use of the ac susceptibility technique as a versatile
method of characterization and investigation of the superconducting
materials.

This technique has been widely used in the investigation of low T,
type I and type II superconductors {1,2,3,4,5] as well as other magnetic
materials [6,7,8,9,10] where dynamic aspects (relaxation phenomena) could
be of major importance. The wusefulness of this technique and its
relevance beyond its use as a characterization method can be severely
limited by experimental difficulties such as : sensitivity and noise
level, signal drift, temperature control and thermal equilibrium within
the system of the sample, calibration and phase setting of the ac signal.
All aspects which will be examined in some details. The paper is
organized as follows. Section B 1is devoted to the description of the
basic elements of the ac susceptibility coil assembly, bridge design and
the set-up control of flux equilibrium. Cryogenic considerations in
relation to the thermal equilibrium problem will also be emphasized.
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Signal calibration which is a function of the measuring coils and sample
geometry, 1is discussed and expressions for the filling factor o of some
simple geometries are given.

In section C, X, of selected examples of multiphase (inhomogeneous)
superconductors are discussed. The importance of the application of a dc
magnetic field and of a quantitative investigation of the differential
susceptibility Xﬁ, especially in the reversible mixed state, will be
particularly emphasized in section D.

B. PRINCIPLES OF THE x,. MEASUREMENT

1. The mutual inductance technique

The ac susceptibility measurement is based on a mutual inductance
technique where a primary coil and two secondary (oppositely wound) coils
form the basic unit of the measuring circuitry. In the absence of a
sample, which is wusually centered in one of the secondary coils, the
detection system should be ideally in equilibrium i.e. the net flux ¢ .,
accross the secondary coils is zero. In the presence of a sample the
induced magnetization due to the ac primary field h = hj e TTet D will
result in an off-balance signal of the secondary coils detection system

given by :

do
lel = |- el B an, Vb, Ix,l (1)

o filling factor (see paragraph 5)
ng : number of turn per unit length (meter) of a secondary coil
v

: volume of the sample (m3)
by = g ho magnetic induction (Tesla)
w=2wf, f frequency
e : induced voltage (volts)

with the above S.I. units, X, = X(peasured) 1S dimensionless.

In the case of demagnetizing effects

_ X
Xm = 1 + Dx

where x 1is the effective susieptibility of the sample. For a

superconductor x = - 1 and x, = - —5

2. The coils assembly and the bridge design

The primary and secondary coils are wound on a cylindrical
insulating holder or coil form. Secondary coils are first wound in
opposition with an equal number of turns symmetrically vis-a-vis the
center of the coil form. A long homogeneous test coil with known magnetic
center is used to insure the symmetry of the secondary coils system and
to adjust the number of turns to obtain perfect compensation of flux in

the two coils |e = — — = 0]. In the next step, the primary coil is wound
over the secondaries. Such an assembly always displays an appreciable
flux imbalance due to the inhomogeneity of the primary field over the
secondary coils and to achieve perfect flux balance, an independent
compensation coil is wound upon one of the secondary coils (the one which
is not designed to contain the sample). The perturbation introduced by
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Table I : Specifications of the coil assembly :
the two secondary coils are separated by a distance of 10 mm.

Primary | Secondary |[Compensation
coil coil coil
Diameter (mm) 21 16 21
Length (mm) 100 20 20
Number of turns 21800 3650 155
Inductance (H) 2,5 0,267

the compensation coil on the excitation field is around 0.1 % and can be
considered as negligeable for the detection coil containing the sample.
Table I summarizes the parameters of a typical coil assembly (wire size
0.1 mm)..

When operating with an applied dc magnetic field superimposed on the
ac measuring field, it 1is necessary to fix, very rigidly, the coil
assembly to the support structure of the static field coil in order to
avoid any relative displacement (mechanical vibrations).

Schematic representations of the bridge design and of the different
apparatus used in connection with the primary, secondary and compensation
coils 1is given in figure 1. A synthetizer HP 3326A with two synchronized
outputs is used as a signal generator. One output is connected to a
current amplifier and to an off balance circuitry delivering a controlled
amplitude and phase current to the compensation coil. The second output
of the synthetizer serves as a reference to the phase sensitive detector

| Tesperature seasurement |
] |

Temperature Nangvoltmeter 1 oc
— requlator
87 300 Keitley 181

Generator

: == T -il amlifie
|Lock=1n amplifier micro

PR 5206 computeur

Prmary

current b=

BeASUrEmENt — Synthetizer

HP 33264

Figure 1 Block diagram of the ac susceptibility set-up
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(PSD) PAR 5206 which 1is connected to the output of the secondary coils.
Finally the PSD is connected to a micro computer. The temperature of the
sample holder 1is controlled separately by a regulator acting on a
resistance heater wound on a sapphire rod (Figures 2 and 3) which allows
a continuous linear sweep in temperature with different rates ranging
from 2.10°2 K/min to 2 K/min.

3. The set-up protocol and the adjustement of the flux equilibrium

Even without a sample being present, the coil system displays a flux
imbalance which is compensated by the supplementary "compensation" coil.
The current in the compensation coil is phase and amplitude controlled by
means of an adequate compensation circuitry. The out-of equilibrium

d (9, - 0,)

signal to be compensated e = — — " L0 py h has an amplitude
which increases with ® and h_  and a phase of 90° v1s a-vis the primary
field h (no dissipation in the absence of a sample). This off-balance
signal 1s thus wused as a reference to adjust the rotation axis (phase
setting) of the PSD. This allows one to avoid all the uncontrollable
phase shifts which originate from the excitation circuitry (current
amplifier) as well as from the detection circuitry (low noise
transformer). After the axis rotation of the phase sensitive detector,
the off-balance signal 1is compensated by the intermediary of the
compensation coil.

Finally the wvalidity of this adjustment may be verified, and
eventually slightly corrected by the use of a superconducting test sample
at 4.2 K for which the condition of null dissipation (x" = 0) is always
fulfilled in the superconducting state provided that the primary field
hp < Hc1 (ex : Nb-Ti Hc1 (4.2 K) ~ 400-500 Oe).

The application of a dc magnetic field is of great importance in the
study of superconductors. In such cases, the introduction of a
superconducting coil connected to a low impedance circuitry results, by
mutual interaction with the primary coil circuit, in a reduction of the
primary field amplitude and some phase shift. Flux considerations allows
one to give an estimate of the back field hg; due to the shorted
superconducting solenoid :

N S
hyo~aZx 2
Ng Sg

o : filling factor (see paragraph 5)

Ny total number of turns of the primary coil

Sp : mean section of the primary coil

Ng : total number of turns of the superconducting coil
S : mean section of the superconducting coil

The effective primary field, as seen by the secondary coils and by
the sample is hp - hg and 1is not simply given by the primary driving
current.

Preliminary experimental calibration is necessary to determine the
actual field amplitude in the presence of the closed dc circuitry. This
also can be done by the use of superconducting test sample. The phase
adjustement is made by setting x" = 0 in the superconducting state with
closed dc circuitry but without the dc field. This adjustment should be
revised if the frequency is changed.
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i \H\:_hl' _,// :
Figure 2 Schematic diagram Figure 3 Schematic diagram
of set-up A of set-up B
(1) Sample (1) Sample
(2) Calibration sample (2) Calibration sample
(3) Secondary coils (3) Secondary coils
(4) Primary coil (4) Primary coil
(5) Superconducting magnet (5) Superconductivity magnet
(6) Sapphire (6) Sapphire
(7) Thermometers (7) Thermometer
(8) High vacuum (8) Double walled glass tube
(9) Resistance heater (9) Helium gas 0,1 mmHg
(10) Helium bath (10) Cold valve
(11,12) Pumping valves (11,12,15,16) Pumping valves
(13) Moving tybe (13) Assembly for introducing
sample
(14) Isolation valve
(17) Helium bath
4, Coils and sample thermalization

.To avoid a major contribution to any signal drift with temperature,
the coil assembly is maintained at constant temperature in liquid helium.
The temperature of the sample which is maintained at a fixed position in
the center of one of the secondary coil can be controlled by two methods.

The first one (A) is to place the sample in direct physical contact
with a sapphire holder [11] (figure 2) whereas in the second method (B)
thermal contact with the sapphire is obtained by helium exchange gas
(figure 3).

The principle of thermal coupling in A is to use the high level of

thermal conductivity of pure sapphire [12]. Around 30 K, the thermal
conductivity can reach value as high as 100 W cm 'K™' and is no lower
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than 1 W cm 'K'! in the temperature range 2-150 K. Moreover sapphire is
an insulating material which can be obtained on a large scale with very
low impurities level [13] and shows no appreciable magnetic contribution
if choosen very pure. These two physical properties allow one to realize
intimate thermal coupling of the sample inside the measuring coil while
the heater and the thermometers are placed outside the coil system to
minimize the effects of all extra temperature dependent susceptibilities.
In order to compensate any residual magnetic contribution a reduced
section of the sapphire enters the two secondary coils as shown in
figure 2. The sample is coupled to the sapphire by silicon grease. The
sapphire is contained in a small insulating cryostat in which high vacuum
is maintained during the experiment. Thermal shielding is achieved by

U.GE T T T T [ T T T T
- Hac = 1 e -
f =35 He $
0.04 — -
700 i U
0.00 A I o, TN S

- L L 1 1 1 1 1 1 1
&0%5 90 9

T K
Figure 4 Transition of a single crystal YBa,Cuz0,_ 5 (x" component) with

ac field parallel to the ab plane showing subtle details
evidenced by a carefull choice of the rate change of
temperature (0,5 K/min) and the acquisition time (2 sec).

introducing a glass tube between the sapphire and the insulating
cryostat. Such an arrangement allows dynamical investigation in the
temperature range 4-150 K with a maximum linear rate of 2 K/min to
minimize the temperature gradient between the sample and the thermometer
(carbon glass or Fe-Rh). This gradient is dependent on the temperature
change rate. At 0.5 K/mn the uncertainty is no more than 0.05 K at 90 K.
By this way, good thermalization of the sample is achieved which allows
one to increase significantly the resolution in temperature by optimizing
the acquisition time and the rate of the linear rise in temperature
(figure 4,6). The main advantage of this type of coupling is to allow one
to perform rapid experiments at 2 K/min with an uncertainty in
temperature no more than 0.15 K and to study more precisely at a lower
rate the domain of temperature where the interesting phenomena occur.
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The main disadvantage of method (A) comes from the mnecessity to
reheat the whole cryogenic system to room temperature when dismounting
the sample. Such a system is suitable for long term studies but not for
rapid characterization. For this last purpose set-up B was designed
(figure 3) which allows one to directly introduce the sample inside the
coil assembly. Helium exchange gas at a pressure of 0.1 mm Hg is used to
keep the sample in thermal equilibrium with the machined sapphire tube
which supports the heater and thermometers. The whole assembly is
contained in a double walled glass tube. A typical precision in
temperature obtained is 1 Kelvin at 1 K/min rate around 90 K.

Besides the possibility of directly introducing the sample from room
temperature, method B is also capable of reaching temperatures as low as
1 K. This is accomplished by first permitting liquid helium to enter the
inner double-wall cryostat by means of a cold valve, see fig. 3, and then
reducing the vapor pressure over the liquid helium.

5. Calibration of the experiment

Calibration of the experiment is an important point to achieve
quantitative measurements. The calibration of the response of the
measuring coils i.e. determining the coefficient @ of formula (1) can be
done in two ways : first by using a good superconductor test sample of
known dimensions with almost zero demagnetizing factor. o can be deduced
from the condition x’ = - 1 in the superconducting state. Another method
is to calculate « taking into account the geometrical dimensions of the
secondary coils and of the sample [14]. In the case of very small samples
with magnetization M, M can be approximated to that of a dipole and the
flux of the dipole threading the measuring coil can be calculated
o, = py Mn

m
n number of turns by unit length

L/R
o =

(1 + LZ/RZ)”2

2L and 2R being respectively the length and the diameter of a coil.

The flux ¢, enclosed by the other secondary coil can be calculated
in a similar way

¢2:p,0M'n'&2

I R (2

12 2 1/2 12 02 1/2
1+— |3+ = 1+ — (l + —)
R? R2 L

d being the distance separating the two secondary coils.

N =

As the two secondary coils are in opposition the net flux in the system
is

Pnet = Hg M (@ - )
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For a typical set of coil as detailed in table 1 one obtains

a = 0.78
% = 0.73

@ =0.05

In the case of a cylindrical sample of length 2a with radius r < R, the
magnetization can be considered as a linear distribution of dipoles. One

obtains a more complicated expression for a = E— (X - Y) with :
a

SRS
SRS

In a similar manner a coefficient @, can be calculated to take into
account the other secondary coil. For the last set of coils (table I) one
obtains for a sample length 2a =16 mm «=0.70 and o, = 0.03
Qper = X - = 0.67. An excess error of 8 % is made by neglecting the

correction due to the sample length. The calculation of @ is in good
agreement with the experimental determination.

=<
|

Y

6. Sensitivity problems

The principal problems encountered in x,. measurements are
sensitivity, temperature dependent signal drift and noise.
The noise can be reduced by avoiding mechanical vibrations and by
matching low impedance sources to high impedance measuring circuitry.
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Figure 5 Superconducting transition of a Nb-Ti filament diameter 13 um
length 0.95 mm - ac field 30 Oe - 35 Hz
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Although the background signal drift between 4 K and 150 K is more
than 1.5 10°9A.m? (for h, = 30 Oe and f = 35 Hz), the sensitivity may

reach the level of 1.5 10°'% A.m? in a reduced range of temperature such
as that of a small AT around the critical temperature of a small
superconducting particle (~ 1074 mms) as shown in figure 5 where the
noise level is about half the sensitivity (Vx ~ 2.4 10" '%m®, see formula

(1) for the significance of the symbols).

C. MULTIPHASE SUPERCONDUCTING SAMPLES

Frequently, problem of homogeneity arises for many different reasons
which results in a broadening of the superconducting phase transition and
often in many well separated T, 's. In the search for new superconducting
materials, identification of potential superconducting phases and a
quantitative estimation of their ratio can be of great importance and
correlations can be done with various structural characterizations
(X rays, etc...).

On the other hand, different T 's can originate for the same
macroscopic phase due to either a lack of stoichiometry or the presence
of structural defects. In this section we will give examples showing the
efficiency of carefull ac susceptibility investigations in the
clarification of such problems. Screening of minor superconducting phases
by the major one should be, however, considered with much care. Practical
solutions to avoid such situations will be discussed : powdering
samples [5] is not the only way to detect the minor screened phases.

1. Case of Al5 compound : Vs Si

Before the discovery of the new high T_, the Al5 superconductors
have been intensively studied. They offer examples  where
superconductivity and structural instabilities were supposed to be in
competition [15] or originating from the same electronic instability
[16]. A good representative of this family is V81 which undergoes a
structural phase transition from cubic to tetragonal symmetry just a few
Kelvins above T. (TC ~ 17 K, T, ~ 22 K). This crystallographic phase
transition is known to be very sensitive to structural defects : point
like or off stoichiometric defects. Only very good quality samples with
resistivity ratio RRR > 25 are expected to be transforming.

This structural phase transition can be revealed by specific heat
and static susceptibility anomalies ([17,18], but in any cases the
observation of such anomalies does not allow one to know the extent of
the structural transformation and it was common to use terms as "non
transforming” and "partially transforming" to characterize V3Si samples.

In an earlier work [19] this problem was approached indirectly, by
investigating the superconducting transition of Vs;Si single crystals.
Figure 6 displays the x', x" components of x,. of such a single crystal.
Well separated peaks in x" develop in a temperature range AT ~ 0.4 K
causing one to question the homogeneity, on large scale, of the single
crystal. Additional insights on the large scale homogeneity problem have
been obtained by ¥ rays diffraction experiments which revealed low angle
(< 1°) mosaic structure of the investigated single crystal which is
actually formed from many grains with small relative disorientation
(figure 7). A good correspondance between the Y rays diffraction spectrum
(12 peaks) and the x" peaks (1l x" peaks and shoulders) results can be
made ; suggesting that each x" peak is associated with superconductivity
developing in one grain. Moreoever by investigating the evolution of the
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Fig. 6 x' and x" components for a V;Si single crystal with an ac field
of 0.05 Oe at 35 Hz. Linear rate change of temperature 0.05 K/min,
acquisition time 1.6 sec.
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Fig. 7 Y-ray diffraction rocking curve revealing mosaic structure
of the same single crystal of V3Si.

x" peaks under static magnetic fields it was possible to separate the
behavior of the transforming from non-transforming grains which have

d H,
= 1.85 T/K for the transforming

different "critical" field slopes

*

dH

c
~ 2.25 T/K for the non transforming one.

grains and

More or less efficient shielding due to the relative orientation of
the grains with the field may affect the magnitude of the transition.
Moreoever the maximum value of the x" peak might appear very low in
comparison to the x’ signal as theoretical consderations [20] predict the
ratio x"/x’ ~ 0.2 - 0.4. But in this complicated case each x" peak has to
be compared with the correspondant x’ transition.

The major conclusion of such investigation was to show the
efficiency of x,.  data to separate superconducting phases with very close

T.'s and to allow correlation in this case with structural data on the
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same sample. The wuse of dc fields, in this case, is of prime importance
for obtaining additional 1insight in the identification of the
superconducting phases.

2. Case of the high T _superconductors

The same kind of problem arises in the case of the high T,
superconductors. It is now well known that oxygen off-stoichiometry plays
a major role in determining T, (i.e. YBa, Cuz0;_5). On the other side, it
is not always possible to grow a single phase sample because of the lack
of sufficient knowledge of the phase diagram of these multicomponent
compounds. Many T.'s are usually encountered in investigating these new
superconductors. The oxygen inhomogeneous off-stoechiometry problem has
been investigated in the case of early prepared YBa,Cuz0,_5 single
crystal grown by flux methed and treated under 20 bars of oxygen. The
mechanism of oxygen diffusion has been revealed to be very anisotropic
[21] and a stair case structure has developed in this single crystal with
oxygen step-like distribution along the C-axis [22].

The ac susceptibility investigation was performed along the two
different crystallographic directions (L and 7 to c-axis). When the field
is parallel to the basal plane, the imaginary susceptibility shows a
distribution of peaks ranging between 64 ans 85 K (fig. 8) characterizing
different superconducting phases. When the same field is applied along
the c-axis we essentially observe a single x" peak at 80 K (fig. 9). The
comparison of the different responses for H,  parallel and perpendicular
to the c-axis allows one to determine the geometrical arrangement of the
different superconducting phases of the single crystal. This behaviour
can be understood in detail if one considers a platelike structure
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g 0.3 g k]S
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Fig. 8 x"(T) and x'(T) for H, . Fig. 9 x"(T) and x'(T) for H, .
(2 Oe) parallel to the ab- (2 Oe) parallel to the
plane show different super- c-axis show only the A
conducting phases A’, A, B, superconducting phase.

C, D.
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Fig. 10 Simulation of the
screening effect with NbTi
plate sandwiched between
two NbZr plates (a) H,. is
perpendicular to the plates
(b) H,. is parallel to the
plates.
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Fig. 11 ac susceptibility experiments
performed with the ac field 7
and L c-axis allows one to
give a schematic view of the
platelet structure. The
different superconducting
layers A, B, C, D are perpen-
dicular to the c-axis and
correspond to decreasing T,.
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Fig. 12 ac suceptibility transition of a Thallium ceramic compound 1223
with increasing ac field amplitude allowing one to separate
the granular and intergranular contribution.
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Fig. 13 ac susceptibility responses
of a ceramic compound
Bi,Sr,CaCu,0, g with an ac
field of 1 Oe and static
fields up to 1.85 T. Insert
2D fuctuations below 110 K.
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(fig. 11) where the lowest T, phases are sandwiched between two extreme
layers of the T, = 80 K phase. Such a structure has been checked by an
experimental simulation using a NbZr plate (T, = 10.9 K) separated by a
NbTi plate (T, = 9.3 K) which gives the susceptibility response of
fig. 10 and displays a striking similarity with results of figs. 8-9.

On the other hand, multiphase problem arises in the case of Bismuth
and Thallium based cuprates. In the case of ceramic multiphase samples,
the superconducting phase with lower T, can be screened by the highest T_
phase due to intergranular shielding. In spite of powdering the samples
to cut down the intergranular coupling, the presence of such coupling may
still be detected by either applying a large dc field or/and working with
large ac field amplitude.

Figure 12 shows in the case of a Thallium based compound a sequence
of x,. behavior for different ac field amplitude ranging from 0.1 to
35 Oe. The low field behavior appears very sharp while it becomes more
complex for larger amplitudes [31]. The granular response is hidden by
the intergranular shielding at 1low amplitudes where the shielding
currents are below the critical currents of the intergranular junctions
at temperature very close to T, of the grains [23].

T K

Fig. 14 The same Bi compound with
an ac field of 20 Oe and
static fields up to 1.85 T.
The intergranular shielding
is strongly reduced
(x' = - 0,3) for h,, = 20 Oe.
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Thus, increasing the amplitude of the alternating field h, . results
in a more rapid shift to lower temperatures of the intergranular response
relatively to the granular one.

Figure 13 shows another sequence of x,. behavior at constant ac field
amplitude of 1 Oe and for different dc fields up to 1.8 T in the case of
multiphase Bi-based ceramic.

At low dc field (0.05 T) two x" peaks develop, one corresponding to
the response of the grains per se and the second to the intergranular
response. For highest field, the "grain" peak shifts rapidly to lower
temperature due to the large reversibility of the mixed state for these
Bi compounds (see further) and coalesce with the intergranular peak which
appears to be less sensitive to the dc field effect.

Figure 14 shows the same sequence as figure 13 for a higher ac field
amplitude (20 Oe). In this case the intergranular contribution is already
shifted to very low temperature even at the lowest dc field and the x"
peak for the intergranular shielding is no more observable in the
temperature range investigated (T > 4.2 K). Meanwhile a third x" peak is
revealed with the dc field increase. This new peak, absent in the case of
low ac field amplitude, is obviously due to an another phase and has been
revealed only when the intergranular shielding has been made ineffective
by the conjunction of dc and ac fields. The effect of the ac field
amplitude appears to be more critical for such an investigation.

Intergranular effect extensively studied with the appearance of high
T. superconductors are in fact not limited to this class of
superconductors. Detailed studies performed on Chevrel phases compounds
(Pb Mog,Sg) have shown by ac susceptibility measurements the existence of
intergranular effects clearly substantiated by comparison with specific

heat data [24].

D. EQUILIBRIUM MIXED STATE INVESTIGATED BY ac SUCEPTIBILITY :
THE DIFFERENTIAL PARAMAGNETIC EFFECT (DPE)

In the new high T_ superconductors all problems related to
irreversibility and reversibility properties are of major importance for
fundamental and practical purposes [25]. Each compound can be
characterized in the (H, T) plane by an irreversibility (reversibility)
line defining a domain where magnetic properties are reversible. Many
methods [26] allow the investigation of the irreversibility line but
among them ac susceptibility offers a reliable and versatile way to
determine the position of such a line where the experimental time scale
is well defined. Moreoever the extent in temperature of the reversible
regime 1is easily measured by the temperature where shielding begin to
occur [27].

In the reversible state the differential susceptibility xﬂ(T) is
essentially governed by the equilibrium magnetization properties of the
mixed state. Retardation (shielding) effects due to flux flow resitivity
can be made negligeable by an adequate choice of the frequency i.e. by
taking a sufficiently low value.

In this regime, yé(T) can be developed as follows [4,32]

(1 aB)® . [Pn]z at

o, 4
Pt/ 12 &

39



where a is the radius of the (cylindrical) sample, 8n the normal state
penetration depth, Pn and p; are respectively the normal state and the

1 dB
flux flow resistivities. As — — ~ 1 and §, (§,(cm) =~ 5000 (p/£)'/2,
uy dH

p in Q.cm) is of the order of 10 cm for p, = 10°% Q.cm and £ = 10 Hz, the

’ dM
dynamical (negative) contribution to x; becomes comparable to Eﬁ-(~ 10")

Ps
when — ~ 1073 - 1072,
n

Thus the domain of reversibility, as it can be investigated by x;,
is extended nearly over the whole resistivity enlargement under magnetic
field [28] or conversely it is possible to deduce the enlargement of the
resistivity domain under the same field from the positive xﬂ.

As far as the dynamic contribution can be neglected, the Xﬁ gives
the equilibrium differential susceptibility
, _dM
X =
According to the Abrikosov-Ginsburg-Landau theory, the equilibrium
magnetization of the mixed state in the field H [29] can be written for
the case Hc1 < H < ch (London regime)

5 Ln (H,,/H)
M= —-H=-H ———
Ho 1 Ln k

K being the constant of Ginzburg-Landau. One deduces
H
H

dM _ €1 . Hoo c1 2
di ~ H Lk ’ X T Ink 2
For the case H ~ ch the theory provides
H - H
€2
B=py (H+M) =py [H- —————————
. (2 k% - 1) 8,
and gives
dM 1
5 (3)
(2« 2 - 1) g,

At TCZ(H) one can expect from equation (3) with reasonable value of

aM
K = 100-300 and B, = 1 a step-like increase — ~ 1075, As it will be

shown this step-like increase in the susceptibility is not observed
although the sensitivity of the set-up is high en9ugh. Many reasons can
explain the absence of this step-like feature in x,(T) (inhomogeneities,
T, distribution, K temperature dependence,...).

On the other hand for the London regime Hc1 < H< ch, one finds a

positive x;(T) as expected and which follows the 1/H functional
dependence given by equation 2 [30].
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The first experiments were performed on a bismuth based compound
containing the major phase Bi,Sr,CaCu,05 and already studied in section
C.2. The order of magnitude of the x’ value expected in the positive
region 1is aroud 10°%-10"% and experimental evidence of such an effect
required high sensitivity experiments with an applied dc field ranging
from O to 1.8 Tesla. The setting of the experiment was performed with
great care according to the procedure described in section B. The xﬁ(T)
results are displayed on figure 15 for fields up to 0.8 Tesla. Note that
the 0.05 T curve displays a quite unexpected behaviour showing a small
diamagnetic contribution between the positive x;(H = 0.05 T) region and
the normal state. Diamagnetic fluctuations may be responsible for such a
contribution otherwise it would imply the existence of a non reversible
phase a quite unexpected result. For fields higher than 0.05 T the
results are analyzed in the form H.x’' to test the validity of relation
(2) (figure 15b). It 1is quite _obvious from this figure that the

functional dependence of x; ~ =— 1is followed in the reversible mixed
state. Just below Tco = 88 K a deviation 1is observed and can be

attributed to a vanishing contribution of diamagnetic fluctuations as
mentioned above. The fact that the relation H.x’ is independent of H,
allows one to show that the Hc1 temperature dependence is linear over a

wide range of temperature and that a quantitative estimation of Hc1 can

be achieved by taking a reasonable value of K. Moreover for temperatures
higher than that of the onset of shielding, x; is frequency independent
as expected (figure 16).

A second study concerns the investigation of the reversible mixed
state properties of Thallium based compounds [31]. This study was
performed on a ceramic compound containing the major phase 1223
(Tco ~ 106 K) and a minor phase 2223 (Tc0 =~ 118 K) already studied in

Section C.2. A carefull analysis taking into account the reversible
contribution of 1each phase allows one to show that the functional

dependence x' ~ — is well obeyed in a large range of temperature. The

onset of shielding which stops the development of the reversible regime
is thought to be that of the 2223 phase otherwise the 1223 phase would
appear much less reversible than the 2223. Here too the fact that x’
obeys an 1/H dependence allows one to assert that the temperature
dependence of Hc1 is linear over a significative range of temperature

below T, .

In the case of the YBazCu307_8 phase, the reversible domain is much
less extended for & ~ 0, than that of the Bi and Tl based compounds. As
good quality single crystals are now available, in order to increase the
domain of reversibility, oxygen deficiency single crystals were carefully
prepared and well characterized by ac susceptibility [32]. The results
for & ~ 0.48 (0 5,) obtained for magnetic fields parallel to the C-axis
are displayed in figure 17. A large regime of reversibility is obtained
showing a good verification of the 1/H functional dependence of xﬁ. As a
consequence, very precise and direct determination of the H_ temperature

dependence can be performed. Such data reveal an anomalous behaviour of

H. (7 c) when the temperature is sufficiently lowered, which is

attributed to proximity effect induced superconductivity in the normal
layers [33]. For the case where the magnetic field is parallel to the ab
plane, it is no 1longer possible to observe a DPE effect. So the
reversible behaviour observed in the case of Bi and Tl compounds allows
one to determine a mean Hc1 dependence resulting from very anisotropic

contributions.
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The ceramic compound Nd, g5Ceq ;5Cu0,_, although exhibiting a low
T. ~ 25 K, reveals also a large reversibility domain. This investigation
is more difficult as important magnetic contributions exists in the
normal state. Nevertheless by wusing a generalized Curie law to
extrapolate the properties of the normal state, it was possible to prove
the 1/H functional dependance of x; as shown by figure 18. Whatever their
critical temperatures, the new oxides families display extended domain of

reversibility of the mixed state due to large anisotropy.

It is 1important to recall that investigation of DPE effect was
firstly undertaken in detail by R.A. Hein [3] and J.R. Clem [4] to study
the reversible mixed state of alloys. As shown by R.A. Hein classical
type II superconductors may exhibit a more extended reversibility range
when they are defect free. In the case of a transforming V;Si compound
with T, ~ 17 K [34] the reversible range is limited to 1 K at 1.8 T (Fig.

’ 1 I
19a). The functional dependence X4y ~ = 1s no longer valid and the x,

shape appears temperature and field independent suggesting an
1/(2 K2 - 1) behaviour (Fig. 19b). Assuming K = 24 [35], the theoretical
step like increase is much larger (~ 1073SI) than experimentally observed
at 1.8 Tesla. So further investigations at higher fields and other
frequencies are necessary to elucidate the true nature of this positive
effect.

Nevertheless this effect raises a question with regard to
d H

€2

determining the critical field slope by ac susceptibility
measurements. It has been shown on Chevrel phase compound [36] that a
determination by ac susceptibility yields a lower critical field slope
when compared to specific heat determinations. In the present case of
V3S8i, two methods can be used to achieve such a determination by taking
either the onset of shielding (1.76 T/K) or the onset of the positive
effect (2.65 T/K). As such a method can be tentatively tried and compared
in detail with specific heat results, it seems to be no longer useful

with high T, superconductors.

Meanwhile the DPE effect appears in the case of the new high T,
superconductors to offer a powerful method of investigation of the

reversible mixed state properties.

CONCLUSION

We have shown the usefulness of the ac susceptibility technique in
the investigation of the superconducting materials. A large variety of
problems, ranging from the detection of a minor superconducting phase
and/or multiphase inhomogeneous samples to studies of the equilibrium, as
well as nonequilibrium properties, of the mixed state, can be approached
by this technique ; (semi) quantitative analysis can be done if
parameters as frequency, ac field amplitude and dc field magnitude can be
varied to control shielding and the x" peaks levels.

Temperature regulation and accuracy is crucial to resolve possible
multitransitions in a narrow AT around an average T, as it is often the
case in single crystals : such subtle inhomogeneities can seldom be
detected by other technique (like resistivity...).

The importance of varying the ac field amplitude has been underlined. The
best resolution in the x" spectrum is obtained with low ac fields whereas
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higher ac fields (with or without application of a dc field) are often
necessary with ceramics to lower the temperature where intergranular
shielding is effective in order to reach an wupper estimation of
superconducting volume. Diamagnetic fluctuations may simulate a low
fraction of high T, phases. Their contribution to x’ can be distinguished
by application of moderate static fields.

Finally ac susceptibility appears as a very efficient method to
investigate the reversible mixed state whose extent in temperature can be
increased by lowering the frequency, or increasing ac and dc field
amplitude. A direct consequence of such investigations is to reach the
H., temperature dependence and H_ , values if the Ginzburg-Landau constant
K is known. Such a determination 1is independent of weak links and
demagnetizing effects.
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ABSTRACT

This review critically analyzes current practice in the design, calibration, sensitivity
determination, and operation of alternating-field susceptometers, and examines
applications in magnetic susceptibility measurements of superconductors. Critical
parameters of the intrinsic and coupling components of granular superconductors may
be deduced from magnetic susceptibility measurements. The onset of intrinsic
diamagnetism corresponds to the initial decrease in electrical resistivity upon cooling,
but the onset of intergranular coupling coincides with the temperature for zero
resistivity. The lower critical field may be determined by the field at which the
imaginary part of susceptibility increases from zero. Unusual features in the
susceptibility of superconductor films, such as a magnetic moment that is independent
of film thickness and the variation of susceptibility with angle, are related to
demagnetization. Demagnetizing factors of superconductor cylinders are significantly
different from those commonly tabulated for materials with small susceptibilities.
Rules for the susceptibility of mixtures with specific demagnetizing factors are used to
estimate the volume fraction of superconducting grains in sintered materials. Common
misunderstandings of the Meissner effect, magnetic units, and formula conversions are
discussed. There is a comprehensive summary of critical-state formulas for slabs and
cylinders, including new equations for complex susceptibility in large alternating fields.
Limitations on the use of the critical-state model for deducing critical current density
are listed and the meaning of the imaginary part of susceptibility is considered.
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INTRODUCTION

The term “susceptibility” was originated by William Thomson (Lord Kelvin) in his
annotated Reprint of Papers on Electrostatics and Magnetism.l He defined “the
magnetic susceptibility of an isotropic substance [as] the intensity of magnetization
acquired by an infinitely thin bar of it placed lengthwise in a uniform field of unit
magnetic force.” The specification of an infinitely thin bar eliminated the need to
consider demagnetizing fields. The stipulation of a field of unit magnetic force defined
susceptibility as the ratio of magnetization M (magnetic moment per unit volume) to
magnetic field strength H. Thomson distinguished between susceptibility? and
permeability, a term he devised to mean the ratio of magnetic induction B to H.

Magnetization and susceptibility measurements on superconductors detect signals,
usually inductively, that have their origins in circulating persistent shielding currents, in
addition to any magnetic properties of the material. We distinguish between eddy
currents in normal metals, which decay with time, and shielding currents in
superconductors, which do not. Susceptibility may be measured using direct or
alternating magnetic fields, yielding the ac susceptibility or the dc susceptibility. For
either, we define y as the differential magnetic susceptibility dM/dH; we do not
necessarily require that d4 — 0. In dc susceptibility, the zero-field-cooled (ZFC) curve
demonstrates flux shielding (flux exclusion) upon warming, and the field-cooled (FC)
curve demonstrates the Meissner effect (flux expulsion) upon cooling. Whether
measured upon warming or cooling, ac susceptibility (with no dc bias field) always
measures shielding.

It is easier to define a superconductor as a material with zero electrical resistivity
than it is to experimentally verify zero resistivity. A four-point measurement of
resistivity involves the selection of current, voltage criterion, correction for
thermoelectric voltages, contact geometry, and the effect of magnetic field, including the
self-field of the current. The magnetic manifestation of zero resistivity is that a material
is a superconductor if it exhibits perfect diamagnetic shielding; that is, its susceptibility
x is exactly —1 (in SI units, where numerical results must be corrected for any sample
demagnetizing factor). Susceptibility is reminiscent of electrical conductivity o, both
functions of temperature T: x(7)/x(0) = o(T)/o(0). In the normal state, both are small.
In the superconducting state, both are large. Important variables are the magnitude of
the measuring field and the definition of the critical temperature T, in terms of the
onset, midpoint, or end of the diamagnetic transition.

MEISSNER EFFECT

The Meissner-Ochsenfeld effect’ is the expulsion of magnetic flux upon cooling
a superconductor through T, in a dc magnetic field or upon reducing the magnetic field
through the upper critical field H,, at constant temperature. Type-II superconductors
will not exhibit a pronounced Meissner effect if they have good flux pinning (important
for high critical current density J.) in the mixed state. Thus, while a material that has
a Meissner effect is a superconductor, the converse is not necessarily true. What is
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sometimes called the “Meissner state” in superconductors is better termed the shielding
state, perfect diamagnetism.4

It has long been known that the Meissner effect is incomplete in many materials.
Shoenberg stated that “for many of the element superconductors, it has not yet been
possible to obtain a specimen which shows a complete Meissner effect...”” Tantalum,
a type-I superconductor, is a case in point, with a Meissner effect of only 1%.9
Shoenberg attributed the incomplete Meissner effect in tantalum to its “mechanical
state rather than ... chemical impurities.”7 Years later, Alers et al. returned to this:
“It is well known that for tantalum the Meissner effect is practically nonexistent because
the metal freezes in all of the existing flux when it becomes superconducting.... Pure
tantalum in bulk ... [is] made by sintering ... small flakes or grains... Thus from a
physical point of view, the metal is not homogeneous, and one can understand that the
Meissner effect might not be realized by a metal of this physical make up.”® The
similarity between the morphologies of sintered tantalum and sintered Y—Ba—Cu—O
(or any of its analogs) will not be lost on most readers. However, sintered materials are
not unique in this respect. Type-II elements and alloys and other inhomogeneous
superconductors,5’6’9 including melt-cast tantalum,’? similarly fail to show a significant
Meissner effect. The Meissner effect is also incomplete in single crystals of
YBa,Cu;0,_;, which suggests intragrain pinning sites.!

It is experimentally found that, in weak fields, the Meissner effect approaches
100%,1=15 a value defined by the ZFC susceptibility curve. This is not surprising; it is
tautologous that FC upon warming is equivalent to ZFC when the measuring field is zero.
If the FC curve were completely reversible for warming and cooling in the limit of zero
field, the Meissner effect would of necessity approach 100%.

CRITICAL TEMPERATURE

In field—-current-density—temperature (H—J—T) space, there is a critical surface,
with axis intercepts H, J,, and T, separating the superconducting and normal states.
Its intersection with the H—T plane may be regarded as H, versus T or T, versus H, and
similarly for intersections with the J—T and J—H planes. For type-II superconductors
the H-axis intercept is the upper critical field H,,. The mixed state lies between H,

and the lower critical field H.

Measured as functions of temperature, transitions in resistivity p and susceptibility
x may be used to define T,. Ideally, T, should be determined at J = 0 and H = 0.
However, measurements of p require some J and measurements of y require some H.
These are best kept small, unless the current and field dependences are specifically
required.  Electrical resistivity complements susceptibility. Resistivity is a one-
dimensional measurement. A specimen will show zero resistivity if there is a single
zero-resistance percolation path. A higher-T, phase can mask the presence of a lower-
T, phase. Either of these cases could lead to erroneous conclusions regarding the
microstructure of the specimen under study. Susceptibility is a two-dimensional
measurement in the sense that a surface current sheath is required for full
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diamagnetism. The interior of the material could remain normal or have a lower T,.
Both measurements deceive because they do not probe the entire sample volume.
“Onset” temperatures (defined as onset upon cooling, even if the measurement is made
upon warming) occur with the first zero-resistance segment and the first zero-resistance
current circuit, for p and y respectively. In low-dimensional systems, fluctuation effects
may obscure the onset of superconductivity.l ¢

Granular and Multifilamentary Superconductors

Sintered high-T, superconductors and composite low-T,. superconductors with
closely spaced filaments exhibit two critical temperatures. One is intrinsic to the
superconductor and the other is characteristic of the coupling between either
grains9’1 7=25 or filaments.?® In such materials, the coupling component supports
supercurrents and has its own effective T, J,, H,;, and H . In multifilamentary
niobjum-titanium (Nb—Ti) and niobium-stannide (NbsSn) superconductors, the
coupling component is the normal-metal matrix and the coupling mechanism is the
proximity effect.?6=2% The situation is less certain in sintered high-T,, compounds,
but lack of stoichiometry at the grain boundaries could give rise to normal metal
barriers’’ =32 and proximity-effect coupling.33 =36 Another coupling mechanism in
sintered materials is microbridges between grains.3 7 Low-dimensional compounds,
such as Nb;Se,, exhibit coupling attributed to superconductor-insulator-superconductor
Josephson junctions.’8

Because of the large change in shielded volume that occurs at T, of the coupling
component, there is a striking change in susceptibility. The change in resistivity, in
comparison, is minor because the coupling component forms a small part of the
conduction path. A crushed sintered sample yields isolated grains with only intrinsic
characteristics./82425353%40  Both intrinsic and coupling critical temperatures are

1.0 T T !
(Bi~Pb)pSraCasCugOy 80 A/m (1 Oe)

Coupling Intrinsic

X lsses_~ 4= |
0.0 )

Intrinsic diamagnetic .

Internal AC Susceptibility (SI)

shielding :
~-05 1
Coupling diamagnetic
shielding 100 Hz
X
-1.0 1 1 1
40 60 80 100 120

Temperature (K)

Fig. 1. Internal ac susceptibility for (Bi—Pb),Sr,Ca,Cu;0,. The measurement field,
80 A-m™! rms at 100 Hz, is large enough to separate the intrinsic and coupling
components. The real part does not extrapolate to —1 because the
demagnetizing factor used to reduce the data was approximate.
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field dependent, the latter more 50.1%192340 Thig dependence may be examined with
increasing ac measurement fields or dc bias fields.#

For high quality, strongly coupled, sintered superconductors, the two critical
temperatures coincide for small measuring fields.!” The coupling T, is not depressed
as much with increasing measurement field compared to a poor quality, weakly coupled
sample. A typical measurement?? for a sample of high quality, sintered, high-T,
(Bi—Pb),Sr,Ca,Cu;0, is presented in Fig. 1. The real (') and imaginary (x") parts of
internal susceptibility (corrected for demagnetizing factor) are shown as a function of
increasing temperature, with the intrinsic and coupling segments identified. The
measurement field of 80 A-m™! rms is large enough to separate the two components.
For a small measurement field of 0.8 A-m™! rms, the critical temperatures overlap.

Figure 2 shows internal ac susceptibility curves for poor quality, weakly coupled,
sintered YBa,Cu;0;_s measured in 0.8 A-m~! and 80 A-m™! rms. Even for the
lower measurement field, the coupling T, (90.3 K) is considerably below the intrinsic
T, (91.1 K). There is no intrinsic y" peak for this sample for the fields used.

Hdentification of Critical Temperature

In resistivity measurements, T, is the temperature at which a percolation path is
established. The corresponding temperature for magnetic susceptibility occurs when a
bulk shielding path is established. This occurs at T, of the coupling component, in
particular at the onset of coupling. The distinction between the intrinsic onset and
coupling onset is pertinent for samples with weak coupling and for measurements made
in moderately large fields.
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Fig. 2. Internal ac susceptibility for sintered YBa,Cu30;_s with weak coupling
measured in 0.8 A-m~! and 80 A-m~! rms at 1000 Hz. Even for the lower
measurement field, the coupling 7, (90.3 K) is measurably below the intrinsic
T, (91.1K). The sample was approximately a cylinder, diameter 0.9 mm,
length 5 mm. The real part does not extrapolate to —1 because the sample
volume used to compute susceptibility was approximate.
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The critical temperature is sometimes taken as the midpoint of the diamagnetic
transition and the width of the transition is quoted.43 There are several problems
with this. First, there are two transitions. Second, the widths of the transitions are field
dependent. Third, a large part of the transition to full diamagnetism is due to coupling.
Fourth, the complete intrinsic transition is often obscured by the coupling transition.
Therefore, it is more useful to define the critical temperatures as the onset
temperatures, although the precise onset temperatures are uncertain, particularly due
to fluctuation effects.

Figure 3 shows ac susceptibility and ac resistance measured on a bar of
(Bi—Pb),Sr,Ca,Cu30,. To compare resistivity and susceptibility curves, we first
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Fig. 3. Comparison of ac susceptibility and resistance as functions of temperature for
(Bi—Pb),Sr,Ca,Cuz0,. (a) Mass susceptibility for four ac fields (rms values
shown) at 1000 Hz. Intrinsic T, is 107.6 K and, for the smallest measuring
field, coupling T, is 103.6 K. (b) Resistance for an ac measuring current of
1 mA rms at 500 Hz. The critical temperatures obtained from susceptibility
are labeled.
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calculate the self-field of the transport current used in the resistivity measurements.
For a sample with circular cross section and uniform current density, the field inside
the sample is H(r) = rI/(27ra2), from Ampeére’s circuital law, where r is the radial
coordinate, I is the current, and a is the sample radius. The average field obtained by
integration over the sample cross section (rather than over the radius) is (H) = I/(3ma).
For our sample (actually of rectangular cross section with an effective radius a = 0.7
mm), the self-field of the transport current (1 mA) is negligible compared to any of the
measuring fields, and the best comparison is with the lowest-field susceptibility curve.
Intrinsic 7, is 107.6 K and coupling T, for the lowest-field measurement is 103.6 K, as
seen in Fig. 3(a). These temperatures are identified in the plot of resistance, Fig. 3(b).
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Fig. 4. Comparison of ac susceptibility and resistance as functions of temperature for
YBa,;Cu;0,_5 with extremely weak intergranular coupling. (a) Mass suscepti-
bility for three ac fields (rms values shown) at 1000 Hz. Intrinsic T, is 92.1 K
and, for the smallest measuring field, coupling T, is 13.9 K. (b) Res1stance for
an ac measuring current of 0.1 mA rms at 500 Hz. The critical temperatures
obtained from susceptibility are labeled. The intrinsic critical temperature is
unambiguous for this sample, which is semiconducting in the normal state.
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The positive slope of the resistance curve above T, indicates a normal conductor and
the intrinsic 7, does not correspond to a distinguishing feature. Coupling T, coincides
with the zero-resistance temperature.

Figure 4 shows ac susceptibility and ac resistance measured on a bar of sintered
Y-Ba—Cu—-O with extremely weak intergranular coupling. The comparison is
informative. From Fig. 4(a), intrinsic T, is 92.1 K but coupling T is only 13.9 K and
very field dependent. In Fig. 4(b), there is a peak in the resistance curve at the intrinsic
T, where the material goes from the semiconducting state to the superconducting state.
Resistance is zero at about the coupling 7,.. In summary, the temperature for zero
resistivity is related to the susceptibility coupling onset temperature, which is determined
by the quality of intergrain coupling. The temperature for the initial drop in resistivity
is related to the intrinsic onset temperature, which is determined by the quality of the
grains. Other experimental studies are consistent with these conjectures.*~*

DEMAGNETIZING FACTORS

Demagnetizing factors are important for the understanding of the susceptibility
of superconductors and especially films. In the equation for magnetic induction,
B = py(H + M), H is the internal field, equal to the external or applied field H,
corrected by the demagnetizing field H;. The source of the demagnetizing field is taken
to be magnetic poles on the surface of a magnetized specimen. In ellipsoids, the poles
are distributed in such a way that all fields are uniform. These fields include H,,
H,, and H, and the magnetization M. They are related vectorially by the equation
H =H, + H; = H, — NM, where N is the demagnetizing tensor. If H, is along a
principal axis of the ellipsoid, then H = H, + H; = H, — NM, where N is the scalar
demagnetizing factor. (If H, is not along a principal axis of the ellipsoid and y # 0,
M is uniform but not coaxial with H,, and the direction and magnitude of M depend on
x-) For ellipsoids of revolution (spheroids) N is a function of the aspect ratio y of
the ellipsoid (ratio of the polar axis to the equatorial axis) and is independent of

susceptibility x:5 051
N=(@1-y)"1 -y -y "cos™ly] r < 1), (1a)
N=3% =1, (1b)
— 2 _ 1v=1lp,2 _ 1\=%ch—1ly, _
N=(@" -1 [ — 1) "cosh™y - 1] > 1). (1)

Demagnetizing factors for cylinders have been examined in detail by Chen, Brug,
and Goldfarb>? For cylinders, N is a function of y (ratio of length to diameter) and
also x, which is assumed to be constant in the sample. With H, along the cylinder axis,
M and H, are both nonuniform except in two cases. When y = 0, M is uniform. The
approximation y = 0 is used for saturated ferromagnets, diamagnets, and paramagnets.
When y — o, H, is uniform and equal to —H,. The condition y — o applies to soft
ferromagnetic materials. Wheny = —1, (M + H,) is uniform and equal to —H,. [That
is, B = uo(H, + H; + M) = 0.] This applies to superconductors in the shielding state.

There are two types of demagnetizing factors for cylinders. The fluxmetric (or
ballistic) demagnetizing factor Ny is the ratio —(H)/AM),, where ( ), indicates an
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Table 1. Longitudinal and transverse magnetometric
demagnetizing factors N, and N, for
cylinders with y = —1, after Tay]or 3
y is the ratio of length to diameter.

0 1 0

0.25 0.6764 0.2136
0.5 0.5258 0.2928
1 0.3692 0.3669
2 0.2341 0.4237
4 0.1361 0.4596
® 0 0.5

average over the center plane of the cylinder. The magnetometric demagnetizing factor
N, is the ratio —(H,),/(M),, where ( ), indicates an average over the volume of the
cylinder. Fluxmetric factors are used when magnetization is measured ballistically, with
a short search coil closely wrapped around the center of a long sample. Magnetometric
factors are used with magnetometers that sense the entire sample volume, such as
vibrating-sample magnetometers, SQUID magnetometers, and ac susceptometers, Both
Nf and N,, depend on y and y.

Experimental and theoretical work on demagnetizing factors for cylinders dates
back to the 1880s. However, perhaps the only research ever published until recently
for y = —1 was Taylor’s paper on conducting cy]inders.53 He calculated polar-
izabilities, which we can convert to N, for several values of y for both longitudinal
and transverse fields. Our reduction of his results is given in Table 1. 2 Note that
Ny, + Nmy + N,,, = 2N, + N,,, = 1. The subscripts x, y, z indicate the orthogonal
axes, with the applied field along z. (The sum of the three orthogonal magnetometric
demagnetizing factors for cylinders equals 1 only when ¥y = 0.) N, and Nf for the

complete range of y and y are given in Ref. 52. Values of N,, for y = —1 are different
from those often tabulated for y = 0. Fory = 1, for example, N,,,, = 0.3116 for y = 0.
One caveat is that values of N, for y = —1 are for superconductors in the shielding

state. Superconductors in the mixed state do not have constant susceptibility, which is
one of the basic assumptions in the derivation.

The measurement of susceptibility requires the application of H, and the
measurement of M. The susceptibility dM/dH, is characteristic of the sample and may
be termed the external susceptibility y,,,. The internal susceptibility x, characteristic of
the material, is dM/dH. The two susceptibilities are related: y = x,,,/(1 — Ny,,,) and
Xew = X/(1 + Nx). When ac susceptibility is measured, y,,, is a complex quantity:
Xext = Xexr + oy The internal susceptibility is also complex: y = ' + iy". When
relating the two quantities x and y,,,, the real parts and the imaginary parts are
separated, resulting in

X = Wow = NOo® + 21 ] IN*(l® + 2o®) = 22y + 11, (2a)
X' = Xt | INQlo® + Xog®) — 2Ny + 11. (2b)
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This rule appears periodically in the literature >4 ~56 (We should point out that an
interesting artifact occurs in these equations for x’ and x” in terms of x,,,, Xz, and N.
When N = 1 and g,,, = 1 and y,,, = 0, as might occur for films in the normal state, '
and " diverge, causing severe scatter in x' and x". Such values of x,,, and x,,, are not
uncommon in actual measurements of thick films.)

Volume Fraction of Superconductor Grains

When the ideal (“X-ray”) density of a superconductor is known, and when there
are no nonsuperconducting phases present, the volume fraction of superconducting
grains can be estimated from mass and volume measurements. Otherwise, susceptibility
curves give some information on the volume fraction. When grains are fully coupled,
the entire volume of a granular sample, including voids and nonsuperconducting phases,
is shielded and y = —1. When grains are uncoupled, the inductive susceptibility signal
represents a summation of shielding signals from many grains; voids and
nonsuperconducting phases do not contribute.

Consider a sintered pellet of spherical superconductor grains, each with
susceptibility Xg =~ 1, occupying a volume fraction ¢ in a medium of y,, = 0. Let the
measuring magnetic field strength be large enough to decouple the grains. The
demagnetizing factor of each sphere is 31r Let the bulk pellet have a very different
demagnetizing factor (0, for example). If the total internal susceptibility x is based on
the volume of the bulk pellet, including voids, can one deduce ¢ from the value of x
(Ix] = 1)? When we first addressed this problem!” we suggested that, for grains of
unknown geometry, ¢ = |x|.

The susceptibility of mixtures was discussed by Maxwell in his Treatise.”” For
perfectly conducting spheres in a nonmagnetic medium, the exact relationship is
x = —3¢/(2 + ¢), or ¢ = —2x/(3 + yx), where yx is the internal susceptibility of the
mixture. One implication is that, for dense pellets (¢ — 1), the effective demagnetizing
factor for a susceptibility measurement is that of the pellet, not that of the grains, even
when the grains are decoupled. (If demagnetizing fields are thought of as arising from
surface magnetic poles, a dense mixture will have pole cancellation except at the surface
of the pellet.) The effective susceptibility of granular superconductors, including the
effect of magnetic penetration depth, has been examined reccntly.58"60

When the magnetic penetration depth A is on the order of the grain size, a
significant fraction of the grain volume does not contribute to the y signal.61 Typically,
A is on the order of 0.2 um in high-T, superconductors below %_-TC.62 ~%  For
illustration,® a 100% dense sample composed of uncoupled plates of thickness 10 um
would have, for H in the plane of the plates, y = —0.7. The reduction in y is especially
severe near T,, where A becomes quite large: A(T)/A(0) = [1—(T/TC)"]'1/2, wheren = 4
in the two-fluid model,70 but empirically n = 1 for Y-Ba-Cu-0.%?

Therefore, to estimate the volume fraction of superconducting grains in a sintered

sample containing voids and nonsuperconducting inclusions: (1) The grains should be
decoupled by using measuring fields large enough to depress the coupling transition
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temperature. Thereby, voids and nonsuperconducting phases are not included in the
shielded volume. (2) The grain dimensions should be significantly greater than A so that
a large fraction of the grain volume is shielded. Otherwise, A should be included in the
estimation. (3) The y value used to estimate the volume fraction should be taken well
below the intrinsic T of the grains. This avoids the increase in A near 7,. Chen e al.
have precisely modeled x(7) and y(H) curves and calculated the volume fraction of
grains using A and the critical-state model for both grains and matrix. They deduced
the existence of grain clusters in some samples based on discrepancies between actual
volume fractions and those computed from the susceptibility data,”%72

A destructive way to obtain the volume fraction of superconducting grains is to
crush the sample pellet, collect all the powder, and use the original sample volume to
compute y. For loosely packed powder, the appropriate demagnetizing factor would
be closer to that of a grain, typically approximated as a sphere. This is most effective
when the crushing simply separates the grains from each other. If the grains were finely
pulverized, their size may approach 4.

SUSCEPTIBILITY OF SUPERCONDUCTOR FILMS

To easily distinguish the superconducting and normal states, resistivity is best
measured in specimens with at least one thin dimension. Susceptibility, in contrast, is
best measured when there is a large sample volume. Susceptibility measurements on
films thus present special problems and require some interpretation. In measuring the
susceptibility of films there are considerations of adequate shielded volume, field
orientation with respect to the film plane, demagnetizing-factor corrections, and film
thickness compared to A.

“The Absurdity of This Result ...”

The magnetic susceptibility of superconductor films measured in perpendicular
fields presents a paradox arising from perfect diamagnetism and a demagnetizing factor
N that approaches 1. For perfectly shielded superconductors, y = —1, s0 x,, =
—(1 = N)~L. As superconductor films get thinner, N — 1 and x,,, = —. In the early
days of electromagnetlsm, Maxwell commented, “If the value of « [susceptibility] could
be negative and equal to 1/(4) [in CGS units, 1 in SI units] we should have an infinite
value of the magnetization in the case of a magnetizing force acting normally to a flat
plate or disk. The absurdity of this result confirms what we said in Art. 428.773

Magnetization M is the measured magnetic moment m per sample volume V. As
the superconductor gets thinner (with 1ts cross sectional area constant), y,,, —> —
because V; — 0, not because m — —. 4 Furthermore, as the film gets very thin and
N =1, ﬂux immediately penetrates the film for any H, and the superconductor is no
longer in the shielding state. 75 But is not m linearly proportlonal to V; or thickness ¢?
If it were, M would be independent of z. We will show that, for a range of ¢, m remains
constant for thick films of constant diameter d. Since a susceptometer pick-up coil
voltage v is proportional m, this means that v is independent of t. The reason for this
singular behavior is that, as t — 0, (1 — N) becomes proportional to .
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We model a circular superconductor film as an oblate ellipsoid, with major axes
equal to the diameter d and minor axis equal to £. The ellipsoid volume V, = %m/d?’,
where ¥ is the aspect ratio #/d. For small y,50’51 N=1- %w-y + 2y2. For y < 0.003,
the first two terms alone give N accurate to four significant figures. We use the
linear approximation and y,,, = m/(V;H,) = —(1 — N)_1 toget: m = -VH /(1 - N)
= —s}dz‘Ha (independent of t)">’” and a gauge for superconductor films,

Yot = —2/(my). )

For computational convenience, we extrapolate these arguments to a flat cylinder:
V, = %ﬂ-yd3 and m = -%d3Ha.

The magnetic moment of a superconductor arises from shielding currents which,
for small applied fields, flow within a penetration depth A of the surface. If we consider
a cylinder of diameter d and height ¢, the magnetic moment of the current loop is
m = —Lmd?®I, where I is the total shielding current. In terms of a current density J,

= - Tn-dzllt, which is equal to a constant from the previous discussion. (Strictly, the
shielding current in a superconducting cylinder does not flow in a uniformly wide sheath
on its circumference.) What happens when ¢ gets too small? As ¢ decreases J must
increase until it equals the critical current density J,.. Any further decrease in ¢ will
result in flux penetration into the superconductor. Fromm = — %—d3H e = ——}rfn'dzJ/lt,
the critical thickness ¢, is simply 2H d/(mAJ_), which offers a way to determine J,, if 4 is
known. The analysis breaks down for thin films (¢ — A) for which there is an enhanced
effective 1.7

We have experimentally verified some of these points with a series of seven
superconducting Bi—Sr—Ca~Cu—O thick films. They were made by metallo-organic
decomposition and had the usual granular characteristics. Their diameter was 3.22 mm
and they ranged in thickness from 2.8 (£ 0.2) um to 0.37 (% 0.02) um. Plots of x,,, as
a function of temperature, measured in a field of 0.8 A-m"l, 1000 Hz, normal to their
surface, were almost flat at low temperatures and indicated good diamagnetic shielding
at 4.2 K for all except the 0.37-um film. y,,, at 4.2 K ranged from —390 for the 2.8-um
film to —2080 for the 0.55-um film. (x,,, was —2560 for the 0.37-um film.) These
values are about half those expected from x,,, = —2/(my), which is not unreasonable
considering the approximations involved. The pick-up coil voltages that gave rise to
these ,,, ranged from 4.0 to 4.4 uV (almost constant). The 0.37-um film voltage was
smaller, 3.6 uV. The imperfect shielding for the 0.37-um film suggests that 7, = 0.4 um.

Dependence on Field Angle

When the field is perpendicular to the superconductor film plane there is more
susceptometer signal than when the field is parallel. Aside from considerations
regarding magnetic penetration depth, the reason is that, for the perpendicular
orientation (N = 1), the applied field H, is enhanced to give a large internal field,
H = H /(1 — N), and so are the magnetization, M = —H_/(1 — N), and the external
susceptibility, x,, = —(1 — N)"l. (For magnetically soft, ferromagnetic films, in
comparison, y — ® and x,,, = N7L)
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Misalignment of a superconductor film in a magnetometer or susceptometer
causes errors in the measurement of x,,,. For example, Gyorgy found that y,,, of a Nb
film of dimensions 7.6 mm X 5 mm X 0.13 um varied from —0.08, for H, parallel to
the film surface, to —0.17 for H, at an angle of 0.5° from the film plane, to —18 for H,,
at an angle of 8.7 Teshima et al. studied the angular dependence of the mixed-state
magnetic hysteresis loop and concluded that the magnetization is perpendicular to the
film plane for any direction of the applied field.8?

We can examine the field-angle problem analytically. We start by modeling the
film as an isotropic (constant y), oblate ellipsoid. We use the relations

Ha,g = HC + N;MC = Hg(l + ch), (4a)
My = yHy = xHue | (1 + Ngx) = Hye /| (" + Np), (4b)

where the subscript { denotes the three ellipsoid axes x, y, z. H,, is at an angle 6 with
respect to the normal to the film plane (z axis), so H,, = H,cos6 and H,, = H,sin6.

For a superconductor in the shielding state, we take y = —1. Using 2N, + N, = 1, we
have
M, = —H,cos6 / (1 — N,), (5a)
M, = —Hsin6 / (1 — N,) = —2Hsinf / (1 + N,). (5b)

But we measure M only in the axis of H,, that is, M,cos8 + M,sin6, so our measured
susceptibility is

ey = —€08%0 / (1 — N,) — 2sin8 / (1 + N,). (6)
For superconductor films (N, — 1), a slightly out-of-plane H, (6 < %v) will cause M,

to dominate. The same analysis for magnetically soft, ferromagnetic ellipsoids (y — )
gives

M, = H_,cos@ / N, (7a)
M, = 2H,sin6 / (1 — N,), (7b)
Xew = €08%0 / N, + 2sin?6 / (1 — N,). 8)

For ferromagnetic films, a slightly off-axis H, (6 > 0) will cause much of the
magnetization to be in plane.

Multiple Phases

When susceptibility is measured as a function of temperature in perpendicular
field, y,,, curves appear strikingly different from the y curves obtained after correcting
for demagnetizing factor. Measurements made with the field perpendicular to the film
plane give very large values of external susceptibility. Values of —1500 for Xexr ATE€
typical. However, when corrected for demagnetizing factor, any large negative value
of x,,, will convert to x' = —1; there is negligible difference in y' between Xexr = —1500
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and y,,, = —15. Furthermore, huge errors in volume will barely affect the y’ result.
The obvious way to avoid these difficulties is to measure y with the field parallel to the
plane of the film. However, this arrangement gives inadequate signal if the sample
volume is insufficient or if the magnetic penetration depth is large relative to the film
thickness. Furthermore, it is sometimes difficult to align films perfectly parallel to the
applied field. If these problems arise, one has to resort to measurements in
perpendicular field in which y,,, is measured and y is computed.

Superconducting Bi—Sr—Ca—Cu—O thick films, about 1 wm thick, were prepared
by metallo-organic decomposition on single-crystal (100)-oriented MgO substrates.5 ~83
By adjusting the heat treatment of the films, we varied the relative concentration of the
two superconducting phases, Bi,SrCa,Cu,O, (“2122,” nominal T, = 85 K) and
Bi,Sr,Ca,Cus0, (“2223,” nominal 7, = 110 K). Each phase had both intrinsic and
coupling components. The films were highly oriented, composed of platelets with ¢ axes
perpendicular to the film plane. The platelets were 10—30 um wide and 0.2—0.3 um
thick. The films were characterized by X-ray diffraction, electrical resistivity, and ac
susceptibility in parallel and perpendicular fields with the intent of ascertaining the
relative concentration of the 2212 and 2223 phases.

The areas of the low-angle (002) X-ray diffraction peaks give a relative measure
of the concentration of the two phases.84 (Diffraction does not distinguish between
intrinsic and coupling components.) For the (002) reflection, 50% of the signal comes
from the top 0.16 um of the film. This is important because phase segregation through
the film thickness is likely. Resistivity provides evidence of two phases, but the lower-
temperature 2212 phase will not be detected once the concentration of the higher-
temperature 2223 phase exceeds the percolation threshold. Thus, the relative
magnitudes of the resistivity transitions will give only a hint of the phase fractions.

For susceptibility, which is more useful, y,, or x? As noted above, the
demagnetization correction to obtain x' from y,,, is nonlinear. Thus y,,, gives a better
indication of the relative fractions of the different intrinsic phases. The coupling
components should not be included in the determination; this might require
measurements at several fields. (As expected, we found that the coupling component
was tied to the “parent” phase. In single-phase 2212 samples, for example, there was
no 2223 coupling component.) y, highly nonlinear, is useful for highlighting the
transition temperature of each phase, especially the higher-temperature 2223 phase,
which is often obscured in y,,,. One strategy for determining the phase fractions, not
suitable for routine measurements, is to scrape the films into a powder and measure its
susceptibility, thus eliminating the coupling components and reducing the demagnetizing
factor problem. Perhaps the major utility of susceptibility measurements in granular
superconductors, however, is for characterizing the quality of intergrain coupling by the
field dependence of the coupling transition temperature.

In Table 2 we give values of the percentages of the 2212 and 2223 phases as
inferred from resistivity, X-ray diffraction, and susceptibility, for one of the films while
intact and after powdering. The presence of a small amount of Bi,Sr,CuOg was
ignored except in the X-ray determinations, which do not sum to 100. As far as we
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Table 2. Volume percentage of 2212 and 2223 phases
in a Bi—Sr—Ca—Cu-0O film as inferred
from different measurement methods.

Morphology = Method 2212 2223

Film p 5 95
Film X-ray 12 82
Film Xexr H 75 25
Film Xeww HL 60 40
Powder X-ray 32 47
Powder Kext 30 70
Powder x 40 60

know, none of these determinations is “correct.” Our intent is to illustrate the difficulty
of the problem.

UNITS

Magnetic volume susceptibility y is dM/dH in both SI and CGS. In terms of base
units, y is a dimensionless quantity. In CGS, however, y is usually expressed as emu,
emu-cm™3, or emu-cm™3-Oe~1. The designation “emu” is merely an indicator that
electromagnetic units are in use; it is not a unit. The unusual y units in CGS arise from
ambiguity in the units for M% In ccs, H is in Oe (dimensionally and numerically
equivalent to G). Magnetization, when written as 47M, is in G. When magnetization
is expressed simply as M (the magnetic moment m per unit volume) its units are
erg-G_1 -em™3 (conventionally expressed as emu -cm_3), which are dimensionally but
not numerically equivalent to G. Occasionally, CGS susceptibility is written as 4y
(dimensionless), which is equal to SI susceptibility (dimensionless).

Some of the symbols used in this paper and their associated SI units are
M [A-m_l], J [A-m”z], a[m),H [A'm"l], and W [J-m“3]. To convert equations to
CGS EMU, replace symbols for H by (4’17'/1,0)_1/211, symbols for J by (477/;/.0)1/21, symbols
for M by (47r/u0)1/2M, symbols for y by 4y, and simplify as necessary. The symbols and
their associated CGS EMU are M [emu-cm‘3], J [abamp-cm_z], a [cm], H [Oe], and
w [erg~cm'3]. (Note that in CGS Gaussian units, J would be in statamp-cm_z.) We
avoid the use of “practical” or mixed units.

SUSCEPTIBILITY OF BULK SUPERCONDUCTORS, CRITICAL-STATE MODEL

In this section we review magnetic formulas for isotropic superconductors of
several geometries in the Bean critical-state model 3688 Except for some of the high
field susceptibility equations, most can be found in the literature in one form or
another. Transport current, dc bias field, lower critical field, and surface barrier are all
taken to be zero. H, is the applied dc field. Hp is the full-penetration field, a function
of the critical current density J. (considered isotropic) and the cylinder radius (or slab
half-thickness) a. M is the magnetization per unit volume of superconductor, which is
equal to the half-width of the hysteresis loop (%AM) forH, = HP' H,, is the maximum

63



field for the hysteresis cycle, that is, the amplitude of the ac field. W is the hysteresis
loss per unit volume per field cycle. x' and x" are the real and imaginary parts of ac
susceptibility. The equations for ' and x" are derived from Fourier integrals of the
magnetization89 using the complete equations for magnetization as a function of
field,? not the initial curve. By x' and x" we mean the fundamental Fourier
components x; and yxj. As a check, we know from first principlcs91'92 that
x' = W/(“IT}LOHmZ) for any H,,. For H,, » Hp, the Bean hysteresis loop is almost
rectangular, and W — 4uyH, M. A point worth emphasizing is that y' # y,. = M/H,.
Only in the linear limit H,, < H, does ' —> ;.. Another point, applicable to the
cylinder in transverse field, is that the susceptibilities are based on the applied field,
and are not corrected for demagnetization.

Infinite Slab, Thickness 2a, Parallel HP>94

The equations below are for the initial magnetization curve (0 <= H, < Hp)
and the descending portion of the hysteresis loop (which depends on whether H,, < HP
orH, = Hp). To get the ascending portion, replace M by —M and H, by —H in
the equations. For example, the ascending magnetization curve for H,, < H, is
M= -H, - —[%-(Hm2 —-2HH, - Haz)/Hp, based on Eq. (11). To calculate ' and x"
we use H, = HT cosf. For H,, = H,, we integrate from 6 = 0 to cos_l(l — 2/x), and
from 8 = cos™ (1 — 2/x) to m, where x = Hm/Hp. A useful trigonometric identity is
sinfcos~1(1 — 2/)] = (2k)(x — D%

H,=Ja ®)
M = -H, + 3H}H, (0 <H, <H,) (10)
Hm = Hp: M = —Ha + %-(I-Im2 + ZHaHm - Haz)/Hp (_Hm = Ha = Hm) (11)
W= %'“'OHmS/HP (12)
X' = 2x/(3m) (14

Hm = le M = -%Hp + Hm - Ha - %(Hm - Ha)Z/Hp
(H,—2H, < H, < H,,) (152)
M = 3H, (-H,, < H, < H,~2H,) (15b)
W = 2ugH,H, ~ $ugH,’ (16)

¥ ={(-1+ %—x) cos~I(1 = 2k)

+ [—1 + 4/(3%) - 43D (x - ) /= 17
X' = (6 — 4%)/(3m) (18)

Infinite Cylinder, Radius a, Axial H*>%° =%

H,=Ja (19)
M = -H, + HH, - $HH)}? (0<H,<H,) (20
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H, <H; M= -H, + ¥(H,? + 2H H, - HY/H, - +(H,> + H,’H,

m p

- H,H,? + 3H, )H, (-H,, < H, < H,) (21)
W= %/“'OHm:;/Hp - %’V’OHm“/sz (22)
x' = —-1+x— 5%%16 (23)
X = (& = 2%)/(3m) (24)

H, = H; M= -3H, + H, - H, - 3(H,, - H,)H,

+ (H,, — H,)(12H,2) (H,~2H, < H, < H,) (25a)
M= }H, (-H,, < H, < H,,~2H}) (25b)
W= SuoHyuH, = FueH,’ (26)
x' = {(-1 + x — 5x%/16) cos~1(1 — 2k)

+[-1912 + §x + 1 — 23] (x — 1)} /m (27
X = (4 = 2%)/(3m) (28)

Infinite Cylinder, Radius a, Transverse H

This case has not been solved exactly, but a few approaches have been used
successfully. The method of Carr et al. gives analytic equations in the limits of small
and large fields” =192 and is mostly numerical in between.!”® The hysteresis loss in SI
units is W = 256y0Hm3/(9w2Hp) for H,, < Hy, and W = $uoH,H, for H,,, > H, The
method of Zenkevitch et al., presented below, gives reasonable equations for the
full field range.I 04-106 por M we preserved the form of the equations developed in
Ref. 104. In terms of Hp, the equations are simply twice those for the cylinder in axial
H. Different functional forms are given by other authors.0%108

H, = 2a/m (29)
M= -3H,1 + (H, - H)Y'H," (0 <H, <H) (30)
H,, < Hy M= 3H,[1 + (H,, — H, — 2H,)*/(2H,)’]
~ H,[1 + (H,, - H,)"/H,’] (-H,, <H,<H,) (31)
W = SueH, H, - $uoH,, " H,’ (32)
Ao = =2+ 2¢ — gx? (33)
oy = (& = 4x%)/(3m) (34)

H, = H; M= 4H,[1 + (H,, - H, - 2)CH,)| - }H,
(H,~2H, < H, < H,) (35)

M= %H, (-H,, < H, < H,—2H,) (35b)
W= %#OHme - %/“‘Osz (36)
Yo = {(=2 + 2¢ = 3x%) cos™I(1 - 2x)

+ [=19/6 + 3x + 2k — 4/(3xD)]) (x — 1)} /7 (37
Xoxt = (8l — 4ix%)/(3m) (38)
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In Fig. 5 we plot ' and x" as functions of HP/Hm for the three cases. As we
discuss in Ref. 89, H, is a good proxy for temperature, and the inverted abscissa in
Fig. 5 is meant to indicate the temperature dependence of susceptibility. Note that,
for the transverse-fleld case, X,,; —> —2 asx —> 0. For this geometry the demagnetizing
factor is 7, after correcting for demagnetization, y' — —1.

Critical Current Density

Transport J, is measured directly using electrical techniques. 109 Alternatively,
several magnetic methods may be used./?%  To estimate J. from magnetic
measurements, one could measure M (at H, = H, ) and derive what has become
known as “magnetization J..” Alternatively, one could measure the reduction in field
AH, = 2H,, required to reverse the magnetization in the hysteresis loop. Hurz2
Other magnetic methods are based on ac susceptlbﬂ ?55 113-116 usually with a dc
bias field,’/6~71? sometimes using harmonic analy51s 993,120-122 Cyrve fitting is often
involved. For example, at the peak of ¥, H,, = Hp for cylmders”3 and H,, 3-H
for slabs!%® (Fig. 5). The dimensions of the sample are used in all these mcthods

The equations that relate J, to the magnetization are based on the assumption
thatJ, is a constant, independent of H,. Apparently begging the question, the equations
are often used to deduce J, as a function of H,. This is not necessarily a serious error
provided that certain conditions are satisfied: (1) The sample is homogeneous and
isotropic, although the critical-state model has been extended for anisotropic critical
current densities./?3124 (2) The sample has dimensions consistent with the model.
However, in the fully penetrated state (H = H,) in the Bean formalism, the
magnetization is saturated even for finite dimensions. Thus, for example, the infinite
cylinder equation for M can be used for a finite disk in perpendicular field. 80 (3) The
field at which magnetization M is taken should be large enough (H > H,) such thatJ,
is not a strong function of H,,. 90 Specifically, estimates of J, from M at H, = 0 are
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Fig. 5. External ac susceptlblhtly for slab and cylinder geometries as functions of
decreasing H, / based on the critical-state model.
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likely to be in error. (4) Flux vortices are well pinned; that is, there is no flux
creep.88 In practical type-II superconductors with highJ, or in high-T,, superconductors
at low temperature, this is generally true. (5) There is little contribution from
surface barriers’? ~127 and reversible magnetization.127 This often applies at low
temperatures, where the hysteresis loop symmetrically spans positive and negative M
at high fields.

All these conditions for use of the critical-state model are seldom satisfied
simultaneously. Furthermore, interpretation of the magnetization loop and application
of the critical-state formulas are different for weakly linked and homogeneous samples.
For weakly linked samples, such as sintered, high-T,. superconductors, the magnetization
at high fields gives the intragrain critical current® The average dimension of the grains
should be used to deduce J,. In low fields the grains are coupled. The correct dimen-
sion is that of the specimen and the deduced J, is comparable to transport J.. But as
noted above, the critical-state model cannot be used accurately at low fields, and in any
event, the coupled material is not homogeneous. For homogeneous samples, such as
single crystals and samples with contiguous oriented grains, the basic critical-state model
can be used if the field is applied such that shielding currents flow isotropically.

Lower Critical Field

In materials with intrinsic and coupling components, there will be two lower
critical fields. Generally, H_; for type-II superconductors corresponds to the field
at which the initial magnetization-versus-field curve deviates from linearity. In
practice, detection of this field value is difficult because the deviation may be subtle,
especially if the critical current density is large. However, if the magnetic field is
cycled, an area, indicative of hysteresis loss, will be traced out in the M—H plane when
H > Hcl'128—130 This is effectively the field cycle used in ac susceptibility
measurements, and hysteresis loss will appear as a positive imaginary part of
susceptibility x”.9&131 Therefore, when the field amplitude used in a y measurement
exceeds H_ 4, positive y” is expected and measurements of y"(7T) at constant HI7132
or x"(H) at constant 1,133 may be used to deduce an upper limit for H_ (7).
Equivalent to the x"(7T) method, the corresponding feature in x'(T) or M(T) is a

departure from full diamagnetism. 2,134-136

Susceptibility and its harmonics, measured as functions of H, reveal a distinct
feature at H c1-1 22128 In another method, H, 1 18 included in an expanded critical-state
model and is a function of the remanent (trapped) magnetization.137 In small
specimens, such as thin films, one should be aware of the enhancement in H,; that

arises when the magnetic penetration depth is on the order of one of the sample
dimensions. 276169138139

Interpretation of Peak in "
The critical-state model can account for many of the features in the temperature-

dependent x" (and x') without invoking any kind of loss mechanism or irreversibility
other than magnetic hysteresis. The model may even be used to describe the behavior
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of the intergranular coupling component of sintered superconductors.gg’”o The

following interpretation of the peaks in y" versus increasing 7 is based on the critical-
state approach and can be applied to both the intrinsic and coupling
components.I Z3119 Susceptibility is measured in an ac field of constant magnitude.
We divide the temperature scale into three ranges. (1) For T < T, the ac field causes
shielding currents to flow on the surface of the sample and a line to be traced out in
the M—H plane. There is no hysteresis because J < J, H < H,;, and " = 0. (2) For
T somewhat below T, J. and H_; have decreased and shielding currents have to flow
within the sample. The hysteresis loop in the M—H plane has an area associated with
it, and " > 0. The losses and x" attain their maximum values after supercurrents and
penetrated flux reach the center of the specimen. (3) As T approaches T, J,
approaches 0, and the M—H loop has collapsed. Even though H_, also approaches 0,
there is no area to the loop and no hysteresis loss; x" = 0. This interpretation is in
accordance with the expectations of the critical-state model, in which all energy losses
are hysteretic and frequency independent.

Other loss mechanisms besides hysteresis may contribute to x” in superconductors.
These losses may be classified as time-dependent or time-independent.l‘” In
particular, frequency effects may be explained by flux creep and flux flow.[142-144
Other frequency-dependent contributions to x” could be eddy currents of normal-state
electrons in a two-fluid model*’*~1%7 and vortex lattice viscosity and viscous
damping.4’148"150 One physical interpretation of the ac susceptibility of
superconductors is in terms of BCS theory, the generation of supercurrents, and the
establishment of the Meissner state./»/>? Others have used a superconductor glass
model and scaling with critical exponents.153’154 The time- and field-dependent onset
of irreversibility (an “irreversibility plane”), which may occur below the temperature of
the " onset, may be observed by the generation of odd harmonics of susceptibility.89'1 22

Occasionally the intrinsic x" peak is not apparent.155 There are several cases
where this is likely, with regard to granular high-T, superconductors. (1) In well
coupled materials, a small measuring field will cause the coupling peak to obscure the
intrinsic peak. (2) There may be insufficient total grain volume. (3) Grain sizes may
be on the order of A./13 (4) The grains may be superconducting only on their surface;
the interior is normal, perhaps owing to deficient oxygenation, or superconducting only
at a lower temperature. In this state, there would be insufficient superconducting
volume and therefore a low level of losses. (5) In good quality grains,”S H_, may be
large just below T,. If H , only falls below H, at T, no x" peak will be seen. That is,
at the temperature that flux penetrates the grain, there is no longer any bulk pinning.

A larger H, will often elicit a measurable x".

Upper Critical Field

A plot of H, versus T is the same as a plot of T, versus H. Following the
distinction of intrinsic and coupling components, there are both intrinsic and coupling
upper critical fields. Susceptibility can be used to deduce H_, versus T (at high
temperatures) in much the same way as it was used to determine H_; versus T. At the
onset temperature T, there is an equivalence between the measuring field and Hc2.25
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SUSCEPTOMETER DESIGN

Construction

Low-frequency ac susceptibility measurements are often made with a coaxial
mutual-inductance coil system consisting of a primary excitation field coil, a secondary
pick-up coil, and a secondary compensation coil (three-coil system). The two secondary
coils, connected to a bridge circuit, have the same dimensions. The midpoint between
them is concentric with the primary coil?56-159  An alternative three-coil system,
suitable for short or long samples, or when coil length, eddy currents, or temperature
gradients are a problem, is with all coils concentric./%’ Here, the pick-up coil is close
to the sample, but the compensation and field coils are not. To ensure balance between
the pick-up and compensation coils, they are wound so that the mutual inductance of
each with respect to the field coil is the same. Another three-coil system uses a large-
bore field coil with side-by-side secondary coils.”07 If the compensation coil, or some
other field compensation source, is omitted (two-coil system),’%? the measured
quantity is ac permeability (u = u' + in"), which is numerically related to ac
susceptibility: u = ug(1 + 1), u' = mo(1 + x), »" = ugy", where g is the permeability
of vacuum. If a single coil is used (one-coil system), one can relate the changes in
inductance and resistance of the coil to ac y. Calibration is readily achieved in any
magnetometric system when the sample is contained within the pick-up coil.

At audio-frequencies, sensitivity is greatest for the susceptometer (three-coil)
configuration. The ac susceptometer relies on inductive coupling between coils. A
large number of turns on the pick-up coil increases the signal-to-noise ratio at low
frequencies but causes capacitive coupling at high frequencies.163 A typical
instrument with 520 turns of 28 gauge wire (0.32 mm diameter) on the primary and
1340 turns of 38 gauge wire (0.10 mm diameter) on each secondary has capacitive
coupling above about 5 kHz. The usable frequency range can be extended by reducing
the number of turns./% Resonance methods, using a single coil 0165-168 ¢ 4 two-
coil bridge,l 69,170 may be used up to radio frequencies. A sample inserted in one of the
coils causes a change in self inductance and phase that is related to the susceptibility.
These methods are quite sensitive but have been often neglected. For metallic samples,
eddy-current signals may present a problem at high frequencies.

Alternating-field susceptibility characterizes the shielding properties of
superconductors, whether measured upon cooling or upon warming after zero-field
cooling. Typically, measurements are made in zero dc field as a function of ac field or
in small ac fields as a function of dc bias field.5%/17118 The laboratory environment
should not be ignored as a source of dc field, particularly in materials, such as sintered
high-T, superconductors, that are weakly coupled. For precise measurements it is
desirable to surround the susceptometer with a high-permeability magnetic shield not
too close to the coils.

The pick-up and compensation coils may be connected in series oppeosition or in

parallel to the differential input of a lock-in amplifier. The lock-in amplifier may be
used either as a null detector upon adjustment of standard inductors and resistors
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(Hartshorn bridge),l T or simply as an off-balance meter. An input band-pass filter
should be used to attenuate harmonics with typical attenuation of more than 60 dB.
In harmonic susceptibility measurements, filtering is used to isolate the harmonic of
interest, as was done in Ref. 89. A constant ac current source (transconductance
amplifier) should be used to drive the alternating-field coil if the temperature of the coil
changes during the measurement. If the pick-up coil and compensation coil are
immersed in liquid helium, Johnson (thermal) noise will be reduced and the coil
resistances will remain constant. A disadvantage of this arrangement is that the sample
will be weakly coupled to the pick-up coil if a reentrant Dewar is used to control the
temperature of the sample. We will describe a system in which the coil temperature
changes with that of the sample. To maximize sample coupling, the pick-up coils are
wound beneath the field coil. It is generally considered desirable to match the
impedance of the pick-up coils to the input impedance of the lock-in amplifier. In
practice, however, we have found that there is no advantage in terms of noise or
sensitivity, and that the transformer may contribute phase shifts.

Inevitably, there will be mismatch between the pick-up and compensation coils.
This can vary with temperature and over time as the coils contract and expand. Two-
position susceptometers avoid this problem.I 72-177 The sample is measured in each
coil, with its position controlled by a sample rod and piston. The voltage signal
attributable to the sample changes sign but the signal arising from coil imbalance does
not. When the two measurements are subtracted and divided by two, the imbalance
signal is removed. To minimize the imbalance and exploit the dynamic range of the
lock-in amplifier, we use a trimming loop in series with the field coil. Its position is
adjusted once to increase the coupling to either secondary coil. Its contribution to the
measurement field is negligible. Sometimes a grounded “coil foil” (a sheet consisting
of thin parallel strands of insulated copper wire) is used between the field coil and pick-
up coils to reduce their capacitive coupling.158 We have found that such a shield
contributes little to the susceptometer performance. Another possible use for coil foil
is for thermal stability.l 8

To help achieve an isothermal environment, we use a sapphire (Al,O3) tube as
a coil form. Sapphire is a good thermal conductor and poor electrical conductor.
Metal coil forms are not used because they can contribute eddy-current signals.
Metal structural components and heaters are well separated from the coils for the
same reason. The normal heat leak in the Dewar can be used to slowly warm the
sample, or the temperature may be actively controlled. A resistance or semiconductor
thermometer and its connecting wires are thermally anchored to the sapphire. (In
systems designed for use with high dc bias fields, the thermometer should be relatively
insensitive to field. Carbon glass is an example.) Our sample holder is designed in
three identical sections so that, in both the upper and lower positions, each secondary
coil detects the same holder material except for the sample itself. The holder is open
at the sides for sample insertion and removal. The clearance between the sample
holder and the sapphire tube is small. To reduce the possibility of damage to the coils
from sample-rod motion if air becomes trapped and frozen, we use the release
mechanism shown in Fig. 6. The O-ring releases at about 7 N force.
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Phase Adjustment

The phase angle y of the lock-in amplifier used to detect the pick-up coil voltage
must be adjusted to correctly separate the real and imaginary parts of susceptibility.
The adjustment may be done before the measurement or by computation, after the
Measurement: Yo, = Xexr0 COSY + Xeoxr0 SN, Xexr = Xext,0 COSY — Xexr o SINY, where
the 0 subscripts indicate the measured susceptibilities before adjustment of the phase
angle.

Here is an opportunity for the experimentalist to use good judgement. The first
guideline is that " must never be negative. Phase adjustment is accomplished when
samples are in low-loss states. Examples are superconductors in the shielding state (low
temperature and low measuring field) and spin glassesI 7 in the paramagnetic state.
Precise phase adjustment is necessary to observe frequency shifts in the susceptibility
curves.

The phase adjustment should be repeated for each sample and each measurement
frequency but not for each measurement field. It is not practical to adjust phase for
each measuring temperature, but, as temperature changes, the resistance of the
susceptometer coils does change. This could cause some phase change in the mutual
inductance bridge. To avoid this, the lock-in amplifier should be referenced to the
voltage drop across a resistor in series with the primary coil.

On the secondary circuit, the input impedance of the lock-in amplifier is large
enough to make any change in the coil resistance insignificant. If desired, however, wire
with a residual resistivity ratio close to 1, such as brass,lgo could be used to wind the
coils instead of copper magnet wire. (Wire with magnetic impurities should be
avoided.) An added advantage would be the suppression of any eddy currents in the
coils themselves. We have found copper wire to be satisfactory. Phase adjustment at
different temperatures may be unavoidable if there are problems with eddy currents in
structural elements.

Free—moving Frozen
sample rod sample rod
(mechanism locked) (mechanism released)

Hollow piston—f | ﬂ

L]
& |ﬂ
Threaded ;»1|

split collar

C 2
Sample rod —_—H 14 L

Fig. 6. Release mechanism used to decouple the top of the sample rod from the drive
piston if there is excessive resistance to motion. The device is at room
temperature, above the experiment Dewar.
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Measurements

With the use of computer controlled instruments, it is tempting to take as much
data as possible in a single measurement session. Multiple measurement frequencies
may be used at each temperature. It is usually not advisable to change magnetic field
strength during the measurement of hysteretic materials because, at high fields,
magnetic flux penetrates a superconductor and remains pinned. When measurements
are continued at reduced fields, the pinned flux might wiggle around and contribute to
the susceptometer signal. For a similar reason, ac measurements are usually best made
upon warming, after cooling in zero field. Upon cooling through T, flux exclusion is
often incomplete and pinned flux may remain in the sample. The effect is small and
it would be of concern only in precise work.

SUSCEPTOMETER CALIBRATION
Analytical and Numerical Calibrations and Standards

A susceptometer pick-up coil can be calibrated analytically for spherical
samples.156 We use the dipole field of a uniformly magnetized sphere of magnetic
moment m = MV, where M is the magnetization and V is the sample volume, and
calculate the total flux ¢ through a thin pick-up coil of radius a, length ¢, and n
turns./8!  We assume M = XexHl, and H, = H,, sin2nft, where y,,, is the external
susceptibility in SI units and H and f are the amplitude and frequency of the applied
field H,. Finally, we use Faraday’s law, v = d®/ds, where v is the pick-up coil voltage,
and get

Xext = vrms[(’.},'e)2 + azll/2 | (VfuoH, ), (39

where we now refer to the rms field and voltage and have ignored any sample voltage
induced in the compensation coil. For a given pick-up coil, we assign a constant a to
the quantity [(%6’)2 + az]l/2 | (nmpg). When measuring harmonic susceptibility, the
harmonic frequency, not the field frequency, is used for f.89

It is also possible to calibrate susceptometers numerically for cylindrical
samples with small susceptibilities (y = 0) or small demagnetizing factors (N = 0).
Either will have almost uniform magnetization. The procedure models the sample as
a solenoid and requires computation of the mutual inductance L* between the model
solenoid and the susceptometer pick-up coil.’8 Once L* is known for the sample,
we have x,,, = Vs / (L*€27fH,, ), where v, is the pick-up coil voltage, € is the
sample length, f is the frequency, and H,,,,; is the applied field. Usually L* is calculated
numerically, but if the pick-up coil is thin, L* can be calculated analytically.’83

Other calibration methods use standards. These include materials with known
susceptibility, and magnetically soft ferromagnets (y — ) and superconductors
(x = —1) with known demagnetizing factors (such as spheres and cylinders). These
are discussed in Ref. 182. If cylinders are used, accurate values of N, corresponding
to the standards’ susceptibilities, are necessary.
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Eddy Current Method

A classical exercise is the calculation of the complex magnetic susceptibility of an
isotropic, conducting sphere in a uniform ac magnetic field. /54185 The apparent
susceptibility is due to eddy currents, not to the magnetic properties of the material,
much like the magnetic susceptibility of a superconductor arises from shielding currents.
The real and imaginary parts of external susceptibility are calculated in terms of the
sphere radius a and the skin depth §,

X = 3(8/a)[sinh(2a/8)—sin(2a/5)] / [cosh(2a/8)—cos(2a/8)] — 3, (40a)
Xoy = 3(8/a)[sinh(2a/8)+sin(2a/8)] / [cosh(2a/8)—cos(2a/8)] — §(8%/a®). (40b)

In the limit of zero resistivity, 8 — 0, x;,, = — %; using N = 31.- for a sphere, ' — —1.

This result provides the basis for another calibration method that uses
spheres of normal conductors such as copper. One requirement is knowledge of the
temperature dependence of & or, equivalently, resistivity p. Matthiessen’s rule,
expressed in terms of the residual resistivity ratio RRR = p(273 K)jp(4 K), is
p(T) = p(T) + p(273 K)/RRR, where p; is the intrinsic resistivity. For copper,
p(273 K) = 1.543x10~8 Q-m, and values of RRR range from 10 to 2000. Values of
pi(T) are tabulated.®5 From p(T) we calculate 8(T) = [p(T)/(ﬂ_-f;L)]%, where f is the
measurement frequency and u = y for a nonmagnetic material. The point is that a
copper sphere with known RRR will have predictable curves of y,., and x,, (or ' and
x") as functions of temperature and frequency. [If the ac susceptometer is already
calibrated, this method can be used to measure p(7).] In Fig. 7 we show y,,, and ;..
as functions of temperature for a copper sphere, a = 3.088 mm, at 10, 100, and 1000
Hz (points). The measurement field was 80 A-m~! rms, although the susceptibilities
are independent of field. The curves shown are the predicted x,,, and y,,, from the

1-0 T T T T

10 Hz 100 Hz 1000 Hz X"

0.5

0.0

-0.5
1000 Hz

-1.0

-15 1 | | 1
0 50 100 150 200 250

Temperature (K)

External AC Susceptibility (SI)

Fig. 7. Apparent susceptibility of a copper sphere as a function of temperature at 10,
100, and 1000 Hz based on eddy currents and skin depth. Points are measured
susceptibilities; curves are calculated susceptibilities.
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eddy-current equations. The curves overlap the data at 10 Hz. The adjustable
parameters were the lock-in-amplifier phase angle y (for each frequency) and RRR
(adjusted to 150). We have used the 1000-Hz data in lectures to show students an
“onset of diamagnetism” near 300 K: a room-temperature superconductor!

Two related problems are for infinite cylinders in perpendicular and parallel
fields.!#6164184187-191 Tpe infinite-cylinder solutions, together with the demagnetizing
factors in Table 1, suggest that calibrations can be done with finite-sized cylinders
provided & is small (that is, p is small and f is large).

SUSCEPTOMETER SENSITIVITY

The equation that describes the response of an ac susceptometer is x,, =
av/(V, f H,), where g, is the volume susceptibility in SI umts a is the calibration
constant (a function of the pick-up coil geometry) [A* m?-v-1L. "1], v is the pick-up
coil voltage [V], V is the sample volume [m3], f is the frequency [s~1], and H, is the
magnetic field strcngth [A- m'l] The sensitivity of an ac susceptometer depends on
a and on the precision in the output v, of the ac voltmeter, typically a lock-in
amplifier. Usually v is proportional to f, so avp/ f is the magnetic moment precision
[A-mz]. (There is actually some degradation in voltage precision vp at low frequencies
such as 10 Hz due to 1/ f noise.) For one of our susceptometers, « = 2.1546 and v / f
=25x10710, giving a moment precision of 510710 A-m? (5x10‘7 emu). For
comparison, commercial vibrating-sample magnetometers are able to measure about
5x1078 A-m? (5% 1073 emu) and commercial SQUID magnetometers can detect about
1071 A-m? (10'8 emu). In principle, their sensitivity can be improved by increasing
the pick-up coils’ filling factor./9%193 Alternating-gradient-force magnetometers
can measure about 10711 A-m? (10“8 emu)./%

Our moment precision of 5X 10710 A-m? means the precision in y,, is
5% 10"10/(VSH) (That is, we can measure the susceptibility of a sample more precisely
if we have a larger sample or use a larger measuring field.) For the favorable case of
a sample sphere of dlameter 5 mm measured in a field of 800 A-m™L, the susceptlbility
precision would be 1073 (sI). For a 3-mm-diameter sphere measured in 80 A-m™ 1 the
precision would be only 4X 1074 (s1). This assumes that both V, and H are known
exactly. Precision is not the same as accuracy, which depends on instrument calibration.
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AC INDUCTIVE MEASUREMENT: ITS APPLICATION
TO THE STUDIES OF HIGH T, SUPERCONDUCTIVITY

Q. Y. Chen

Honeywell Systems and Research Center
3660 Technology Drive
Minneapolis, MN 55418, U.S.A.

I. Introduction

Alternating current (ac) inductive method is a time-derivative or differential technique
in which a modulated magnetic field is impressed on the sample through a primary coil and
the response is then measured with a secondary (pickup) coil. If loss elements exist in the
sample, the induced voltage (V) will involve a phase shift with respect to that (Vy) measured
without the sample. This phase-shifted signal can be decomposed into two components: one
in phase with Vi and the other in quadrature to it.12 It has been widely used in
superconductivity measurements3-43 and, most controversial of all, in the determination of
the so-called irreversibility lines for the high T superconductors37—3 first observed using dc
magnetization measurements.*4 Because of the extremely complex vortex dynamics and
possible inaterial imperfections in most high-temperature superconductors, the ac approach
remains controversial in many aspects of data interpretation.

There are several perplexing questions regarding the magnetic measurement of
superconductors: (1) Can ac magnetic susceptibility be used as an intrinsic physical property
for type-1I superconductors? If so, how can the frequency, field strength, sample size, and
sample geometry dependencies of each measurement be properly normalized? Is there a
scaling law? (2) Is dc susceptibility equivalent to the real part of ac susceptibility? (3) What is
a mixed-state superconductor? A diamagnetic and near-perfect conductor? If so, can it be
treated as an ultra-low-resistivity normal conductor using classical electrodynamics? (4) Can
parallel and perpendicular fields be treated on a more or less equal footing so that theories
available for parallel field, such as the critical state model, may be used for reasonable
perpendicular field data interpretations?

Answers to these questions are of practical interest because magnetic measurements,
especially the ac inductive methods, are noncontact, easy to implement, and cost-effective for
basic superconductivity studies. Question 4 is particularly important for thin films and bulk
samples of aspect ratio close to unity. It is a difficult subject that has been treated in several
classic papers.45-49 Useful discussions can also be found in the current proceedings.50
Therefore I will restrict my remarks to the remaining three questions.

Following a review of the basic operational principles of the ac inductive method in
order to clarify the underlying fundamental physics, the concepts of complex permeability
and susceptibility will be developed using two typical cases: (1) the hysteretic regime where
superconducting screening effects dominate and the critical state model is applicable, and (2)
the vortex-motion regime where ac screening is effective and classical electrodynamics of
magnetic diffusion is applicable. Experimental results are then reported. Finally, a scaling
law will be discussed. The thermally activated flux creep and flux flow models will be used
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to evaluate the “ac irreversibility line” and its dependence on the field, frequency, and sample
size in the flux-motion regime.

II. Principles of AC Inductive Measurements

The ac inductive method typically consists of a primary coil that generates an excitation
signal and a secondary coil, wound around the periphery of the sample, that detects the rate
of change of the linked magnetic flux density (B). B is the mean value of the flux density b(r)
within the sample averaged over the entire sample volume. For a tubular sample with a
secondary coil placed inside the hollow space, the signal detected would be the rate of change
of flux density at the inner boundary (r = Ri) of the tube (i.e., db/dtl; _ g;,), since b(r<Ri) =
b(r = Ri). Within the sample per se variations in b(r) arise due to the current density, J(r),
induced by the applied magnetic field, H. Depending on the extent of penetration by the
applied field, the current distribution J(r) and therefore the flux density b(r) could be
nonuniform within the sample. J(r) and the penetrated field profile b(r) can be correlated as ¥
% b(D) = poJ(r), where L, is the vacuum permeability and the underline denotes a vector. In
the absence of transport current, J(r) is the magnetization current whereby a magnetic dipole
moment m is defined. Written explicitly:

_ -l
B =V, b dBr
One also defines the magnetization as:
M=m/V = @V, x 1o & 0

Both B and M depend on the sample size and geometry for a nonuniform current distribution
or flux density profile within the sample. The nonuniformity and size dependence may come
from either the superconducting screening in the strong pinning (hysteresis) regime5 or the ac
screening in the flux-motion regime, or most probably a combination of both.

From electromagnetic theory we have B = po(H + M) (in MKS units), where the
magnetic susceptibility x and permeability p are defined such that M = yH and B = puH
(L =1+ x). While the ac inductive technique is generally not restricted to specific sample
geometries or pickup coil configurations, the conventional definitions of p and y are limited
to the volume-averaged quantities. From Eq. (1), x and p are both sample size and shape
dependent. In the next section, | and y, are defined in order to illustrate the concepts of phase
shift, complex permeability, complex susceptibility, and the related magnetic losses.

By differentiating M = B/, — H on both sides with respect to time one obtains:
dM/dt = (u,)-1dB/dt — dH/dt )

The rate of change of magnetization for a sample placed within the secondary coil can be
determined from the pickup voltages measured with sample (V) and without sample (V,,r =
reference), since from Faraday’s emf law V= —xlo,dH/dt and Vg = —xdB/dt, where x; and
Ks are the coil constants that depend on the turns and total area enclosed. In the case of a
circular coil of N turns with radius a, we may write K; = NnaZ2. K also depends on the
sample-to-coil volume ratio, which may be approximated by ks = NraZ if the sample is in
close contact with the coil. Otherwise, ks includes a system coefficient associated with the
sample—coil gap. Conventionally, an ideal superconductor of the same geometry is usually
first measured to establish a calibration curve Vg (T,H). The diamagnetic shift V(T,H) —
Vso(T,H) is often assumed to be proportional to the volume of the superconducting regions.
In addition to practical difficulty, the use of this technique in determining bulk
superconductivity has been addressed by Hein.2? Calibrations using ferromagnetic materials
of known susceptibility have also been employed by various researchers.27-40 Putting aside
questions regarding measurement standardizations, I will focus on discussing the size, field,
and frequency dependences of the ac measurements and thus will assume proximity between
sample and secondary coil; Vg and V; will still be used to represent the sample and reference
signals. Two cases will be discussed to illustrate the basic principles of the ac inductive
measurements. First, the quasi-static approximation will be employed to treat the strong
pinning (hard superconductor) case’; in this regime, the critical state model is applicable and
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the size dependence should not be neglected. Then the field, frequency, and sample size
dependences of the measurements for the weakly pinned case applicable to the high T¢
superconductors (diamagnetic conductors of ultra-low resistivity) will be treated.

III. Hysteresis Losses: Hard Superconductors

Hard superconductors represent an extreme case of strong flux pinning that typically
exhibits hysteretic behaviors.5 In response to an ac field H(t) = Haccos o, the B-field in the
sample will show a phase lag ¢ behind the H-field. Characteristic of such hysteretic behavior
is the distorted periodic waveform where neither B nor M can be expressed as a sinusoidal
function of single frequency. However, as will become clear, the higher harmonics are not
responsible for any power dissipations, and hence the fundamental term remains the key
component for loss analyses. As such, for the sake of heuristics, the first harmonic analysis
will be used to illustrate the concepts of phase shifts, complex permeabilities, and
susceptibilities.

Induced voltages measured with and without a sample can be written as Vg=—|V| sin
(ot —¢) and V.= —|V/] sin wt, respectively. While the origins of magnetic losses vary, the
phase shift introduced here generally applies to a dissipative system.!-Z Provided that the coil
is kept away from its resonance frequency, the pickup voltage measured without sample is:

Ivrl = Hok;oHpe 3
Let the magnetization lag behind the applied field by an angle 6, then

M = yH = xH,ccos (ot — 8) = Hac(x cos 6 cos mt + x sin 0 sin ot) @)
Also, B = pouH= popuH,yccos (ot — ¢) = pHac (1 cos ¢ cos wt + W sin ¢ sin wt) 5)
and Vs=—|V{ sin (ot — ¢) =— (|V,| cos ¢ sin ot — |V sin ¢ cos wt) (6)
Define x’ =y cos @ @)
and x” =y sin @ ®)
Then from Eq. (4), M = Hac(xcos ot + x”sin wt) ()
Obviously, tan 6 = (x”/x") (10
and 1=+ an
By the same token, V=1V cos ¢ (12)
and V,” =1V sin ¢ (13)
then tan¢=V;"/V/ (14)
and IVd = (V2+ v /22 (15)
?1)5 )d{arnegt(si%l;s;tggtﬁs(gidB/dt =-Vy/K; and dH/dt = -V /(lLok,), as well as Eq. (3), (6), (9),
X' =1+ (c/e)Vs/ V] (16)
or 145 = (& /x )V IV, | a7
and X’ = (/e V" IV, | (18)

With Eq. (18)—(19), it then follows from Eq. (11) and (15) that
tan ¢ = V"/Vy' =x"/(1 +) (19)

Upon substitution of Eq. (11) into (20) we find:

tan 6/tan ¢ =1+ 1/’ (20)

Eq. (20) suggests that as ” deviates greatly from its perfect extreme ’ =— 1 where M =—H
and B =0, say " = - 0.5 in particular, one has ¢ = 6 * x; that is, M and B or the effective
current and the flux density are 180° out of phase. This is not surprising because in the quasi-
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static limit, just like in a static situation, when 3 =— 0.5, M =-0.5 H and therefore B=M +
H = 0.5H =-M. It is necessary to stress that, since magnetic quantities discussed here are
volume averaged, the phase relationships should also be treated in the same contexts.

From Eq. (9), ¥’ is associated with the in-phase and x” with the out-of-phase signal
with respect to the applied field. A complex susceptibility can be defined as

X = +ix”=xexp(io) 1
such that M = Re{¥H,c exp(—int)} = xHac Re {exp-i(ot—6)} (22)

which is equivalent to Eq. (4). Usmg the similar procedure, one may also obtain the complex
permeabilityl=1+ F =1+ +iy"

V.’ and V,” can be measured with a phase-sensitive detector t)ylca.lly available on a
lock-in amphfier One could set the phase first and then measure V" and V,” directly (the
X-Y mode), whereby the phase angle ¢ can be calculated using Eq. (14) Thxs mode could
sometimes result in extra errors if the sensitivity settings have to be changed in the process.
Otherwise, one could also use the phase tracking (R-¢) mode in which the magnitude IVl
and the phase angle ¢ of the voltage are measured, whereby V.’ and V" can be calculatcd
using Eq. (12) and (13). R-¢ mode usually requires more time for data acquisition than the
X-Y mode. Depending on the instrument, the phase angle measured by a lock-in amplifier
could range from —180° to 180° or from 0° to 360°. However, since only half of the full
angular domain is needed for an inverse trigonometric function, the angular domain {¢!0 <
¢ <=} was chosen. As a result, the phase angle ¢ computed using the arctangent function,
whose domain is {¢ |— /2 € ¢ < n/2}, must be adjusted by adding = when tan ¢ is negative.
This will shift the functional domain into the desired range. In comparing with the
experimental data obtained from a +180° lock-in amplifier, one has to bear in mind that ¢,
¢+ =, and ¢ — = all represent the same angle.

Based on Eq. (4) and (5), the energy dissipation, W, per unit volume per cycle can be
calculatedS7 as the area enclosed by the B-H (or M-H) loop for H(t) = Hy cos t:

W = § BdH = 1o § MdH 23)
= 7 WHoHac? = my"HoHac? 24)

This is the area of an elliptic B-H (or M-H) hysteresis loop with semimajor axls Hadcos[i
and semlmmor axis Polt "Haccosp (or poxHaccosp) tilted at an angle B = tan™ Luop’) (or B =
tan"}(1ox")) versus the H—axxs The s, power dissipation per unit volume can also be calculated
as P = W/T = oW/2r = 0" opoHac 2/2. The hysteresis loop traced out using the ac technique
should be the same as that done using the dc technique unless other ac loss mechanisms
exist. By definition pgc = B/H (xdc = M/H), while lac (Xac) for Hyc superimposed on Hyc
are associated with the above-mentioned semiaxes of a minor hysteresis loop. Generally
speaking, the two techniques measure different quantities except for a few occasions in their
magnetic histories; direct comparisons of the dc susceptibility with the real part of the ac
susceptibility thus offer limited physical implications.

With the above analyses one can now write the full Fourier series of B(t) for an applied
field of H(t) = Hgc + Hyc cos ot as:

B(t) = otacHae + MoHac E,, (Un'cos not + Uy”sin not) (25)

where xchdc is the dc term included here to account for the maJor loop.2 If the ac
modulation is supenmposed on a much stronger but slowly ramping dc field (ie., H =
Hyc + Hacc0s wt), it would display a minor hysteresis loop of Rayleigh type2 (owing to Hyc)
superimposed on a major one (owing to Hyc) in a B-H or M-H curve. Earlier comments
regarding the fundamental differences between ac and dc susceptibilities remain valid,
although here the loops will no longer be simple ellipses. The higher order y, and p, terms
indicate the extent of waveform distortion. The ac susceptibility (permeability) must be
specified as a dynamic quantity at Hg, where sample size, Hac, and o should also be noted.
From Eq. (25): T
W = (npoH,,c)-ljB(t) cos not d ot (26)

T
and Ho” = (npoHac)‘ljB(t) sin not d ot 27
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Similar analysis on M[H(t)] at H = Hq gives

M(®) = YacHac + Hac L (Xa’cOS N0t + X”sin nort) (28)
T
where xn” = (o) jM(t) cos not dot (29)
T
and X’ = (nHac)'lj sin not dot (30)

It is worth noting that [1;” = 1 + ;" and py” = xn” for n > 1 while p,” = 35" for all n. In the
meantime, it is also important to recognize from the orthogonality relations of the
trigonometric functions that Eq. (24) remains unchanged in spite of the higher harmonic
components. That is:

W = mx;” Mo Hac? = 7 1y Mo Hac? (31)

It suggests that although the waveform distortion results in a nonelliptical hysteresis loop, the
enclosed area remains unchanged; therefore, only the fundamental signal carries the energy
loss information. p” could be a function of applied field (Hqc + Hac). The field dependence of
hysteretic losses may vary from being proportional to H,c? at low field (below full field
penetration) to being proportional to H,c at high field (beyond full field penetration) in
accordance with the Bean critical state model.5.5!

Knowing that V¢ = —x,dB/dt, one may differentiate with respect to time on both sides
of Eq. (25) and express V(t) in Fourier terms:

Vi) = (c/i)IV, | 2 n (1, sin not — JL,” cos not) (32)

= Zn (Vs sin not — Vg ” cos not) (33)

where we have used Eq. (3): IV = krlo®Hjac. By direct comparisons of Eq. (32) and (33),
one finds

My = (1/n) (/%) Vs / Ve | (34)

and K, = (1/n) (/) V" 1V, (35)

The fundamental components Vs;” and Vs;” are the same as described in Eq. (17) and (18)
where the subscripts were left out.

In principle, the higher harmonics can be measured in a similar fashion as the
fundamental signal. Commercial lock-in amplifiers are typically equipped with a second
harmonic mode that allows synchronous measurement of Vs,’, Vs,”, and ¢s,. For the third
and higher harmonics, phase-lock techniques usually have to be used to_ensure the phase
stability required for the synchronism between the input and output signals.>?

Studies of higher harmonics have been widely used to explore the nonlinear
magnetizations and associated hysteretic behaviors for high-temperature superconductors.
Earlier works-23 based on the Bean critical state model failed to predict the even harmonic
generations in the presence of a dc field. In this model, the critical current was assumed to be
independent of magnetic field. Later efforts pioneered by Kim and coworkers,53-54 which
took the field dependence into consideration, were able to bridge the discrepancy, although
others also successfully predicted similar results using magnetoresistive>> and Josephson
junction models.56-59 While consensus seems to be lacking as to which model best describes
the critical state, a field-dependent critical current of any kind should generate even harmonics
in a dc bias field.50-61

IV. Flux Motions and Skin Effects: The Frequency and Size Dependencies

Eq. 24 shows that the energy loss per unit volume per period for a purely hysteretic
system is independent of frequency. In reality, frequency-dependent susceptibility has been
commonly observed for high-temperature superconductors. Below we will show that this
can be understood in the general context of classical electrodynamics for a conductor of finite
resistivity. The physics of the flux-motion-related ac screening effects for such conductors
can be described using the magnetic diffusion equation83-55:
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db/ot = (py/iLo)V2h = D, V2b, (36)

where p; is the effective or total resistivity and py/p, = Dy is the magnetic diffusion coefficient.
The basic physical meaning of Eq. (36) can be stated as the following. First, the varying
applied magnetic field induces an electric field, which then results in an electric current, J,
inside a conductor of finite resistivity p. ] and b are correlated through ¥ x b(r) = uoJ(r). The
resistive dissipation per unit volume can be calculated as pJ2. The solution to Eq. (36) would
thus carry a quadrature term in association with this loss. Cases for hollow cylinders,63.66
solid cylinders,263.64 spheres,63.64 and planar sheets263.64 have all been solved analytically
for constant diffusion coefficients. Recently, approximations taking into account field-
dependent D, have also been reported.67

The diffusion coefficient may be assumed constant provided that the amplitude of the
vortex movement is not too large, or the frequency is not too low, to allow one to treat the
resistivity as an averaged value over one period of the oscillation. The resistivity introduced
by the oscillating vortices then would simply depend on the root mean square (rms) value of
the ac amplitude in addition to the dc field, if any, and is absorbed into the diffusion
coefficient as a parameter. The resistivity p; could originate from various sources; i.e., eddy
current losses from electron scattering in the normal regions, field-driven flux flow losses,
and thermally activated flux creep losses in those regions that contain vortices. Thus one may
write py(H,T) = pe(T) + pge(H,T) + pye(H,T) where the subscripts denote the various contri-
butions. In wiriting this equation, it is assumed that the normal regions are nonmagnetic so
that the eddy current losses are independent of H. In principle, it is possible to use the applied
field strength, frequency, and temperature as modulating parameters in order to discriminate
various loss mechanisms; however, this will rely on the resistivity models used, which
unfortunately still need to be developed and tested.

In studying magnetic diffusivity, it is useful to directly monitor the local flux density
inside the material as a response to the changing external field. Hence it is interesting to use
tubular samples. The ac field profiles in the superconductors and other metallic systems are
known to be nonuniform and the phase relationships quite complex.? The use of tubular
samples serves several purposes: (1) small changes in the pickup voltage can be better
identified because of superconducting shielding; (2) flux dynamics and ac screening
contributions can be observed directly; and (3) when the secondary coil is wound around the
tube, this geometry mimics an inhomogeneous material composed of a dissipative
cylindrical shell enclosing a virtually nonelectromagnetic core; for oxide superconductors
requiring oxygenation through thermal annealing, this could represent a practical situation.

A calculation has been performed based on tubular geometries that essentially become
a solid cylinder as the inner diameter of the tube is set to zero. The solution to Eq. (36) for a
tube of infinite length, inner radius rp, and outer radius r, can be obtained by imposing the
following two boundary conditions:63

db
ZX.tZ'r:rb:O,OT_d'rl |1’=l‘b=0 (37)
and ble = 1, = HoHlao = Bo (38)

The first condition arises from the fact that there is no current inside the hollow space, while
the second arises from the continuity of the tangential components of the two fields across
the surface of the sample. Following the approach used by Smythe,53 we obtained:

b(kr) _ Ky(kmy) Lo(kr) + Iy (kp) Ko(kr) (39)
Bo — Ki(kry) Lo(kra)+ Ij(kry) Ko(kra)

where b (kr) is the complex local magnetic field at position r and Iy(kr) and Ky(kr) are,
respectively, the modified Bessel functions of the first kind and the second kind of order v. k
is related to the skin depth § = (2p¢/low)!/2 by k = (1 + )/8,63-65 wher\t/:_(i)2 =—],andk =
(ip)'/2 in Smythe’s notation,3 which makes use of the identity (i + 1)N2 =1 . In what
follows, the parameter (lLow/p)!/2r = (p)!/2r is denoted by x.

86



The sensed flux density with pickup coils placed in the bore will be b (krp). If the coil is
wrapped around the tube, the sensed flux density should be the volume average B(k,r,,1p) =
<b(kr)>r given as:

T,
B 1 .~ -
B, =72 bk +2 ﬁ; (kn)rdr]

~ n
- &y blkry) 2 Ky(kry) Iy(kry) — K, (krg) Ty (krp) 40)
Tt Bo 7 kry Ky(krp) Lo(kra) + Ih(krp) Ko(kra)

In performing the integraton in Eq. (40), recurrence relations for I, and K, have been used.53
Note that I;(rp)—0 as rp—0. Eq. (39) and (40) then reduce_to the forms for a solid
cylinder.24.63 We may write b = b’ +ib” = b exp(ia(r)) and B = <b>; = B’ + iB” = B exp(i¢)
to distinguish the in-phase and the out-of-phase signals. The time harmonic fields b(t) and
B(t) can be obtained, respectively, from

b(t) = Re{(b exp(-it)} (41)

and B(t) = Re(B exp(-int)} (42)
Then b(t) = bRe {exp —i(ot — a)) 43)
b’ =bcos a (44)

b”=bsina (45)

b=(b2+b"2)l2 (46)

and tan o = (b”/b") (CY))

Again, a(r) is defined in the interval [0, x]. B can also be expressed in similar form except for
a different phase angle. Some numerical results using Eq. (36)—(47) are given below. The
Bessel fu&ctions of complex arguments were computed using Kelvin’s ber,, and bei,
functions.

Fig. 1a and 1b show the calculated b(kry)/B, and B/B, (B, = HoHac), respectively, as a
function of X, = (Low/p)V/2r, = (1/2)12r,/5. The abscissa can be treated as the varying outer
radius r, with (low/p)!/2 held constant, or as the varying (lLow/p)1/2 while holding r, fixed.
The scaled parameter x has special physical implications to be discussed later. First, assume
fixed frequencl and resistivity. Fig. 1a then depicts b(r = 0)/B,, versus the sample radius r, in
unit of 8/(1/2)1/2 or (L,w/p)~1/2. The inset shows the phase angle between b(r = 0) and By; we
observe that the b-field phasor rotates with increasing radius over the entire angular domain
while the in-phase and out-of-phase signals alter signs in an almost periodic fashion.

The volume-averaged flux density as a function of x,, as shown in Fig. 1b, exhibits a
trend similar to Fig. 1a except that the phasor rotation increases monotonically and eventually
saturates at 45° at large x-values. This represents the case of a homogeneous cylindrical
sample with a secondary coil wound on the periphery. Note that IBI/B, = i, B’/B, = Jt’, and
B”/B, =, as defined in the previous section. In comparing the data of Fig. 1b with that
shown in Fig. 1a, we see that the drastic variation in local flux density has been smeared out
as a result of the volume averaging. When the sample is small (i.e., for small x,), much of
the total induced screening current stays in phase with the applied field and the loss,
represented by the magnitude of B” (or b”) is thus low (Fig. 1b, x, < 2.5). In this region, as
the sample increases in size, the loss, represented by the magnitude of B” or b”, increases
accordingly. On the other hand, when the sample is large (Fig. 1b, x, > 2.5), the screening
current is mostly confined within the skin depth and thus the effective losses would decrease
as the sample size increases. The maximum B’/B, = u” = 0.38 occurs at x, =~ 2.5 or =
1.775 when the ac screening current permeates an optimal fraction of the sample.
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b(o)/B,

-0.4 1 L 1 | |

a. Calculated Local Field, b(o)/B, vs. x,.
Inset is phase angle (o) vs. X4.

T T T T T T

b. Calculated Permeability p = (W2 + p”2)12 =
B/B,, W' = B’IB,y, and 1" = B"/B, vs. X,.
Inset shows phase angle ¢ (deg).

Fig. 1. Solid Cylinder with x4 = (1,0/p)1/2r (rg = radius)
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If we consider a specific sample size and let either frequency or resistivity vary, the
B/B,, versus x plot then represents the o or p(B) dependent permeability where one may write
Xa = (HoTa2/p) 20! /2. 1t is interesting to note that fi(w) = B/B, (B, = blﬂH,c) given in Fig. 1b
qualitatively obeys the Debye equation for a relaxation process:37-:69.7

@ _ 1
1(0) =1+ ot “8)

where 1 is the relaxation time for vortex motions. Because of the qualitative functional
similarity, superconductors in an ac field can also be understood in the context of magnetic
relaxation; the “forced and damped oscillators” tend to relax to their equilibrium state
according to the relaxation equation dB/dt = (L H-B)/z, to which Eq. (48) is the solution. The
peak P” occurs at oty = 1 as compared to that at X,2 = x2 = o(Hol:/pm) = 6.25 obtained
from Eq. (40) (Fig. 1b). We may correlate 1/tm = om where om = pm X2/(1or?).

Using a small ac signal superimposed on a dc field, the points (Hgc,T) for peak p” have
been used to determine the “irreversibility line” on the H-T phase diagram for high-
temperature superconductors.3? While this line should be a thermodynamic boundary
between the vortex liquid and vortex solid (based on the notion of vortex melting), and thus
should be an intrinsic property, its dependencies on sample size, ac amplitude, and frequency
have been observed,30:34:37-39,70-76 a]though opposite results also exist.40 For the former, the
line shifts toward higher temperature as the frequency increases and toward lower
temperature as the sample size decreases or as the ac amplitude increases. These effects can
be understood in the context of classical electrodynamics based on the flux-motion-induced
resistive dissipations. As the frequency increases, the peak in p” will shift toward higher
temperature where p is larger, because the u” maximum occurs at (Low/p)!/2r, = 2.5. By the
same token, as the sample size decreases, the peak temperature will shift toward lower
temperature, where p is smaller.43

The remaining issue is how to properly correlate the overall resistivity to the relevant
physical parameters, such as temperature, applied ac field, critical current, pinning potential,
and viscosity coefficient. Because of the multiple variable dependence, it is anticipated that
more careful investigations on well-characterized materials will be needed before one can
construct a universal model. The main point is that while the loss characteristics can be
interpreted using various flux-motion resistivity models under different circumstances, they
are govleflz'ncd by the same magnetic diffusion equation based on the scaling parameter x =
(How/p)1F2r.

Fig. 2a-2c show the calculated flux density profile b(kr)/B, for three samples with x, =
1, 2, and 5, respectively. First, we observe that the two boundary conditions are indeed
satisfied: b=Byatr=r, (x =1, 2, 5) and db/dr =0 atr =1, = 0 (x = 0). Second, we see that
the quadrature signal develops at the expense of the in-phase signal as the radius x, increases
from 1 to 2. Meanwhile, the skin effect becomes increasingly significant and the quadrature
begins to gain dominance at the inner part of the sample. Finally, as x, = 5 the quadrature
signal recedes while the in-phase signal reaches into the negative regime and the skin effect
becomes prominent. The magnitude of the overall flux density on the axis has now been
reduced to about 18% of the applied field.

Fig. 3a and 3b show the calculated field profiles {b(kr)/B, | r,< r<r,} for two hollow
cylinders, both with the same outer radii r, = 20(iow/p)~1/2 but with different inner radii r, =
10(tow/p)~1/2 and 18(uow/p)~1/2. The radii were chosen so that the b(kr) values are
comparable with those in Fig. 2. The abscissa here is x = (Low/p)}/2r. The results (Fig. 2b vs.
Fig. 3b and Fig. 2c vs. Fig 3a) suggest that as the sample is bored, (Low/p)!/2r, must be
increased such that a similar number of field lines can still be confined within the thickness.
Experimentally, two situations would be of interest: (1) the flux density in the bore of a tube
(i.e., b(krp) based on Eq. (39)), and (2) the average flux density over the entire volume of the
tube and the bore (i.e., B based on Eq. (40)). The latter could mimic an inhomogeneous
sample with the region r<r, being electromagnetically insensitive, whereas the former
provides a sensitive scheme for phase detection.
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a.xg=1 b.xg=2

C.Xg=35

Fig. 2. Calculated Local Field b(x)/B, vs. x for Solid Cylinders with Various x,
(xa = (Ho®/p)12rg, x = (Low/p)12r; r, = radius, r = position)

a. xp:xg=10:20 b. xp:xg = 18:20

Fig. 3. Calculated Local Field i(x)/B,, vs. x for Tubular Samples of Inner Radii rp and Outer Radii
ra (¥ = (Ho®/p) g, xp = (o@/p)!2rp, x = (1ow/p)!2r; xp < x< xg)

Fig. 4a depicts the calculated b(kry)/B, and the associated phase angle as a function of
X, in the range [0, 100] for a tube with ry/r, = 2/3. The phase angle varied from 0° to £180°.
Neither the in-phase nor the out-of-phase signal was restricted to a unipolar value. For the
same sample, the calculated volume average flux density B/B, and the phase angle are given
in Fig. 4b. Note B/B, = |1, B/B, =’ and B"/B, = 1", and p, p" and p” are all >0. The results
are similar to Fig. 1b except for some features. The shoulder exhibited here resembles a
susceptibility versus temperature curve in the superconducting transition region. We found
that as the inner radius approached zero, the shoulders were smeared out while the
permeability curves converged to those of Fig. 1b for the solid cylinder. Here the phase angle
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could go up to 70°, well beyond the limiting value of 45° shown in Fig. 1b. The peak value
for n”(=0.5) now occurs at x = (Low/p)!/2r, = 5.5 (or 14/6 = 3.89) as compared to 2.5 (or 15/5
= 1.77) for the solid cylinder. If we regard the tube as an inhomogeneous cylinder, this
suggests that the peak for p” should occur at a lower temperature (where p is smaller) for
such a sample as compared to a homogeneous sample of the same size measured at the same
frequency and applied field. Furthermore, since p increases with temperature, a backward
plot of Fig. 4b (with decreasing x,) resembles the permeability vs. temperature curve; the
shoulder in the transition region arises from the sample inhomogeneity discussed here and
should not be mistaken for evidence of “phase transition” or “second phase impurity.”

/

a. Calculated b(xp)/B, vs. xa. Inset is b. Calculated Permeability p = (W2 + p*2)112 =
phase angle o (xp) (deg). B/B,, W' = B’IB,, and " = B"/B, vs. x,.
Inset shows phase angle ¢ (deg).

Fig. 4. Tubular Sample (xp:xq = 67:100 (2:3))

At the other extreme, for a very thin tube with 90.5% bore (or rp/r, = 0.95), Fig. 5a and 5b
show that the volume-averaged signal is almost the same as that measured at the center.
Although they could reach into the negative regime at higher x-values than presented here, in
the present cases, the imaginary components are always positive up to x = 100 but the in-
phase component " = B’/B, has assumed some negative values. This amounts to a
susceptibility " =—1 + p’ less than —1. In taking account of the demagnetization effect, an
uncertainty usually exists regarding the exact value of demagnetizaton factor. The effect
discussed here further contributes to that uncertainty. Note that the peak for L” now occurs at
(Mow/p)12r, = 30 and the phase angle could rotate from 0° to +180°. Under such
circumstances the ac irreversibility line will be shifted toward lower temperature (to obtain
smaller p) for a given sample size, ac amplitude, and frequency.

V. Experimental Setups and Sample Preparations

The ac measurements can be largely divided into the following functional categories:
(1) shielding effectiveness measurements, (2) susceptibility measurements, (3)
magnetization and critical current determinations using a small modulation field super-
imposed on a larger dc bias field, and (4) electrodynamic studies focusing on relative signal
variations rather than elaborated calibrations. While the detailed experimental setup for each
category varies, the general scheme is largely composed of a primary and a secondary coil,
an ac current source, a phase-sensitive detector, a waveform analyzer (digital storage
oscilloscope and spectrum analyzer), and a data acquisition system. The secondary coil can
be either compensated (double coil) or uncompensated (single coil). The former uses two
coils wound in opposite directions to null the signal in the absence of sample. As the sample
is inserted, a “large” signal would be detected. This scheme has been commonly employed
in ac magnetic susceptometry. The difficulty with this approach is the coil impedance drift
over a wide range of measuring conditions. With the advance of computer technology, the
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Inset shows phase angle ¢ (deg).

Fig. 5. Tubular Sample (xp:xq = 95:100)

single-coil approach may become more favorable. Here calibration runs can be carried out
over the range of interest from which polynomial data fitting can be established. The coil
impedance variations over temperature can thus be better controlled. One frequently
encounters data showing negative u” (x”) below T or finite positive u” (x") above T.. When
this happens, the phase setting could be improper because the phase angle may drift as a
result of coil impedance mismatch.

From a measurement sensitivity viewpoint, when the lock-in amplifier is set at large
scale (low sensitivity) to detect the “large” signal from a compensated coil system, a small
variation would be very difficult to recognize. On the other hand, measuring the shielding
signal using a tubular sample allows for subtle flux-motion studies since the lock-in
amplifier scale would be set at a much smaller scale (higher sensitivity). Fig. 6a shows the
basic components of the ac measurements for an uncompensated coil system; here a tubular
sample was used. For a compensated system, it was useful to introduce a phase shifter and a
voltage divider between the two secondary coils, as shown in Fig. 6b, to fully null out the
signal (i.e., by adjusting the phase as well as the amplitude). Flux density b(t) can be obtained
by numerically integrating V(t) over-the acquired digital waveform or via analog integration.

The frequency response of a measuring setup is important to the system performance.
Fig. 7a shows a typical self-resonance at 250 kHz for a small coil roughly 2 mm in diameter
wound with =500 turns of AWG40 magnet wire at 77 K. The setup performance becomes
unreliable as the resonance frequency is approached. The resonance effect extends over a
wide bandwidth into the lower frequency regime, which could limit the useful operational
frequencies to the kHz range. Fig. 7b illustrates the shielding effectiveness for a sintered
YBayCu3z07_ superconducting tube which is roughly 70 dB at 77 K and fairly constant up to
5 kHz for applied fields well below the penetration threshold.5 Spurious pickups existed due
to the geometric effect; the actual shielding effectiveness of this material can be as high as
160 dB or 108 at low frequencies (<1 kHz).36 The decline in shielding effectiveness at higher
frequencies was believed to be partly due to the coil resonance and partly due to the flux
motion. To account for the frequency effects of flux motion, it is essential that a valid
bandwidth be clearly defined, especially for low-level measurements.

Based on superior shielding effectiveness, we have focused mainly on the tubular

sample in investigating the flux behaviors of the YBa;Cu3zO7_x superconductors. The
ceramic samples were sintered from powder at 950°C for 20 h, followed by annealing at
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400-700°C for 4-20 h. The bulk densities of the samples averaged ~89% of the theoretical
density, or =5.6 g/cm3. Typical onset Tc was 91 K with transition width 0.2-2 K according
to the 10-90% magnetization criterion. Rod samples were roughly 1.5 mm in diameter and
10 mm long. Tubular samples, formed by isostatic pressing of calcined powder in a steel
mold, were approximately 20 mm long, with a 12-mm outer diameter and an 8-mm inner
diameter, or nﬁa =2/3

VI. Experimental Results

When the flux pinning is strong, the critical state model provides a simple picture for a
field penetration and the associated critical current distribution in type II superconductors. In
a tubular sample with a secondary coil placed inside the bore, we essentially measure the flux
density at the inner surface since b(r<rp) = b(r = rp). To the extent that the alternating field
does not penetrate as deep as rp, the coil will detect no change of flux. The response will
therefore be flat. Fig. 8a shows the pickup voltage V(t) as well as the integrated waveform
b(t) (both normalized to the peak value) due to a sinusoidal applied field at 200 Hz for a
sample annealed at 550°C for 48 h (the position variables for V and b have been dropped for
the sake of simplicity). The flat shoulder of V(t) (equivalent to the clipped portion of b(t))
represents the time period where the remanent field established by the previous half cycle of
the ac field is still present and the opposite half cycle of flux has yet to enter. In light of the
critical state model, this shoulder indicates the existence of flux pinning and hysteresis while
its width reflects the strength of pinning force and the magnitude of the critical current.
Certainly it also depends upon the thickness of the tube. In the present case, the flat shoulder
represents approximately two-thirds of a period, a fraction equal to the ratio of the inner
radius to the outer radius: rp/ra = 4 mm/6 mm. The flat shoulder observed here could
become oblique or bear some features if rod samples are used instead; this is generally due to
the uncompensated fundamental signal due to the empty space between the sample and coil.
Typical of a hysteretic system, waveforms with the above-described shoulders contain higher
harmonic terms, as discussed previously.

If there is no flux motion of any kind, the area enclosed by the hysteresis plot b(t)
versus H(t) = Hgc + Haccoswt should represent the total hysteretic dissipation. Suppose that
one ignores the phase lag of b(t) with respect to H(t), this area would become zero since no
losses are incurred in the path. The phase shift is then added to account for the hysteretic
behavior: the loop area would expand with the increasing phase angle, as predicted in Eq.
(33) and (40) where phase information was contained in %" and p”. If the b(t) — H(t) plot
could not be adjusted in any way to zero out the loop area, other dissipative mechanisms
must exist, as will be discussed next.

Fig. 8b—8d illustrate a series of normalized b-H hysteresis loops with increasing phase
angle. The expanding loop reflects a larger phase shift and hence larger losses. Note that
when the phase lag was set to zero, the plot in Fig. 8b still enclosed a finite, although small,
area. This suggests the existence of certain flux motion losses (on the order of a few percent)
in this hysteresis-dominated regime. The overall hysteresis loss should be measured with the
volume-averaged field rather than the local field discussed here; the local field measurement
is only employed here to take advantage of the phase sensitivity in recognizing distinctive
loss mechanisms. The key point here is that for ac measurements where flux motions coexist
with hysteresis, conclusions regarding loss mechanisms must be made cautiously.

Fig. 9a and 9b show the dc bias effects on the waveforms V(t) and b(t), respectively.
Hgc of 10 G and 13.6 G were added to the 26.8 G (rms) ac field (i.e., Hac = 38 G). In the
positive half cycle where Hgc was added to Hac to give an even higher field, the flat region
became narrower. This narrowing could be due to the weakened flux pinning or to the
deteriorated critical current as a result of increasing field. In the negative half cycle, the overall
phase angle shifted consistently and the remanent field b(t) was essentially unaffected by
Hgc, even though H(t) = Hgc — Hae = Hp; the reason for this was that, according to the
critical state model, Hy rather than Hy¢ determines the current distribution in the sample for
the strongly pinned case. Based on symmetry arguments, it is believed that the asymmetric
narrowed flat region between the two half cycles arose from flux motions more than from
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the field-dependent critical current; otherwise the hysteresis plot in Fig. 8b would not have
shown a linear region between saturations (flat regions). At higher temperature, this region
was also found to be narrower for the same applied field and frequency. Using the phase-
zeroing technique applied to Fig. 8b, larger flux motion losses were observed as Hgc
increased.

Weakening of the pinning force was also observed as the frequency increased. Fig. 9c
shows the narrower flat region for a 2000-Hz signal; it is understood that as the frequency
increases the pinning effect becomes less effective and the flux-dynamics-related dissipative
processes set in. Such frequency effect has also been observed in low-temperature
superconductors, but at much higher frequency.5!

In the flux-motion regime, the flux density in the bore of a tubular sample was
calculated as a function of the scaling parameter x; = (Low/p)1/2r,. These calculations showed
that the phase angle could rotate over the entire angular domain of £180°, in contrast to a
solid cylinder where it was limited to 45° as far as the skin effect was concerned (Fig. 1b). In
the purely hysteretic regime, it can be shown that such a phase shift for a solid cylinder’? is
bounded at 90° for Hac»Hp. Here Hj is the applied ac field threshold at which the field
penetration reaches the center of a cylinder (or the inner surface of a tube).

According to the Bean critical state model, Hp = Jcr, for the cylinder and Hp =Jc(ra—
1p) for the tube, where as usual r, and y, are the outer and inner radii, respectively. For a
tubular sample, it will be shown that there is a transition from the hysteresis into the flux-
motion regime. The oscillating local flux density in the tube in response to an alternating field
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H(t) = Hyc cos ot can be divided into four regions for Hac > Hp (b(r<rp) = 0 if H < Hp):

(1) —Hac <H <-Hac + 2Hp, where b(t)/jo = b(r<rp)/pto = —Hac + Hp = constant,
(2) —Hac +2Hp <H < Hy, where b(t)/po = H(t) - Hp,

(3) Hac—2Hp < H < Hyc, where b(t)/po = Hac — Hp = constant, and

(4) —Hac< H <Hgyc — 2Hp, where b(t)/1o = H(t) + Hp.

These four segments enclose a hysteresis loop that is a limiting case (hysteretic losses
only) to what is depicted in Fig. 8b—d. The corresponding induced waveforms in response to
a sinusoidal excitation should consist of blips on flat shoulders. The in-phase and out-of-
phase fundamental components of the local field (bj(,) in the tube can be found through
direct Fourier expansion b(t) = Z;[b’pe cos(nmt) + b”pg sin(nwt)]. It follows that:

b’10 = (Ho/m) {—2(Hac — Hp) siny — Hac(y + sin(2y)/2 ) + 2Hj siny} 49
and b"10 = (Ho/T){2(Hac — Hp)(1 + cosy) + (cosy-1)[Hac(cosy + 1) — 2Hp]} (50)

where cosy = -1 + 2Hp/H,c. The magnitude of the total field and its phase shift o with
respect to the applied field are, as usual:

b1p = [b'10? + b"102]12 (51)
and tan a1 = b"10/b"10 (52)

Fig. 10 depicts the calculated o and the normalized local field b as a function of Hae/Hp (>1)
for a tubular sample based on Eq. (49)-(52). The local field increases linearly with the
applied field for Hac»Hp, whereas the phase shift reverses from approximately 80° at Hac =
Hp to about 10° for Hp/Hac >10. This qualitatively agrees with the experimental results
except for the exact magnitude of the phase angle, which is attributed to the emerging flux
motions, as will be discussed below.

Fig. 11 illustrates the measured fundamental component Vg, of the total pickup
voltages and phase angles (o = 200 Hz) under various Hgc for a tubular sample annealed for
16 h at 400°C. The slope of the curve below threshold arises from the leakage field
(=0.861LV/G) and may be subtracted in data processing. Above threshold the signal rose =70
dB (20 dB/decade) to saturation. The typical 70-dB shielding effectiveness has already been
shown in Fig. 7b. The inset of Fig. 11 shows the phase angle shift of more than 90° as Hyc
passes Hp. Eventually, the phase shift reversed as it increased further. Although the phase
reversal was predicted in the critical state model, the shift of greater than 90° cannot be fully
accounted for with hysteresis losses alone since this would have restricted the phase shift to
less than 90° for Hac>Hp. As Hqc increased, Hp shifted consistently toward lower Hy. Sign
alterations between the in-phase and the quadrature signal are implied in the large phase shift
(i.e., @>90°). It was noted (see Fig. 4) that a as a function of x5 = (Mow/p)!/2ry varied
periodically over the entire angular domain. Here one has the applied field as the varying
parameter, which can be linked with the scaling parameter x, through the field-dependent
resistivity p = p(b), as will be discussed next.

Fig. 12 illustrates Vy, and a as a function of Hyc for a tubular sample annealed for 48
h at 700°C. As usual, the voltage went to saturation and the phase shift reversed as H»Hp,.
The interesting point here is that o completely reversed its sign with respect to the reference
angle at H<Hp. We stress that the phase angle in the flux-motion regime may range from 0°
to £180° and the phase reversal simply reflects the local effect due to flux motion resistivity
variations. Note that the initial phase lag before the turning point was only =30°, as compared
with =95° for Fig. 11. Hence we have seen that as Hac passes the threshold, flux motion
resistivities, whether due to flux creep, flux flow, or eddy current, will become increasingly
important.

In the scaling parameter x = (low/p)!/2r, frequency can also be varied. Fig. 13 shows

the relative amplitude (dB) of the nth harmonics V4, (n = 2,3,..9), which has been
normalized with respect to the fundamental signal to remove the linear frequency
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dependence. These higher harmonics are the Fourier components contained in the distorted
waveforms shown in Fig. 8 and 9 (with the same sample at roughly the same applied field).
They were measured using an HP3582A low-frequency spectrum analyzer with long time
averaging to improve the signal-to-noise ratio at low frequencies. The reason for the
occurrence of even harmonics is unclear. Mathematically speaking, even harmonics should
not occur for a periodic waveform f(x + 2x) = f(x), i.e., to observe even harmonics one
needs f(x + x) # f(x). Only a trace amount of trapped field would be sufficient to generate a
significant level of even harmonics; we were unable to eliminate the even harmonics through
reverse biasing the sample, assuming that they did indeed arise from the spurious dc signal
from the power supply or from the earth field. Zero-field cooling in a zero-gauss chamber to
reduce the ambient field to around 10 mG did not seem to prevent it either.

The main point here is the remarkable evidence of skin effects for various odd har-
monics, which agrees with the calculations in section IV. It is unfortunate that the associated
phase data could not be obtained, but if one takes the 3-dB rolloff at 750 Hz as the peak
position of the quadrature signal (note that the data represents the total magnitude of the local
field), then for the sample with ry/r; = 4 mm/6 mm = 2/3, the peak position should occur at
Xa = (Low/p)1/2ry = 5.5 (see Fig. 4). Thus it is estimated that p = 0.7uQ-cm at the applied ac
field of approximately 25 G (rms). Since the normal resistivities of the YBaCu3zO7_x
compounds were found to be on the order of mQ-cm, this pQ-cm resistivity is believed to
be caused mainly by the vortex motions. The corresponding magnetic diffusion coefficient is
=224 cm?/s. At 750 Hz the skin depth is around 1.54 mm as compared with the 2-mm
sample wall thickness.

Frequency (Hz)

Fig. 13. Frequency Effects on the Local Field Intensities for H,, = 5 G above Hp. Shielding
effectiveness increases with frequency (evidence of ac screening effect).
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Fig. 14 shows the effects of Hqc and Hy on the ac shielding effectiveness of a tvpical
sintered YB2Cu30O7.x superconducting tube measured at 77 K (displayed as the pmkup
voltage V1) as a function of Hygc (with Hye and o as the parameters). The data show that at
low Hqc, the signals scale linearly with Hac and frequency. In this regime the coil inside the
tube is largely shielded from the applied field except for some leakage signal. The data can be
grouped into two categories: (1) fixed o, various Hy, and (2) fixed Hy, various o. In the
following, two extreme cases will be discussed.

In case 1, at 0.1 kHz, the shielding signal is a strong function of Hac and Hgc. As Hae
increased from 0.5 to 1 G (rms), the shielding effectiveness of the sample was reduced to the
extent that the alternating field was able to penetrate through the sample wall at a small Hyc.
At this frequency, the skin effect was not effective and the applied field had enough time to
sweep in and out of the sample volume.

In case 2, at 10 kHz, the overall shielding effectiveness was independent of Hy: up to
the Hyc applied. Compared with the data at 0.1 kHz, in this case the increases in p due to the
increasing field must have been overcome by the increase in o, resulting in a reduced skin
depth and therefore higher ac shielding capability. The 1-kHz signal showed a transition
between these two extremes; thus this frequency dependence can be interpreted as due to the
skin effect based on the classical electrodynamics of flux motion. In using the peak
temperatures for the imaginary part of the ac susceptibilities to determine the ac irreversibility
line,30:34.37-39,70-76 the frequency effects suggest that such a line is in fact just a demarcation
line (DL) separating different magnetic regimes in accordance with the dynamic responses of
the flux vortices to external excitations. The true irreversibility line that defines the boundary
between vortex solids and vortex liquids should be measured under isothermal and
equilibrium conditions accessible only through true dc techniques (tentatively called the dc
irreversibility line for distinction).

In association with these measurements, Fig. 15 shows the susceptibilities of a solid
rod sample as a function of temperature measured with a conventional susceptometer (Hye =
0.1 G, f = 1 kHz, and Hgc = 0-200 G). As the dc field was increased from 0 to 200 G, the
peak of x” shifted toward lower temperature (89.8 K—84.8 K). The peak position (H,T) of
x” is plotted in Fig. 16, which, as discussed above, is a demarcation line at 1 kHz. The
screened lines mark the trend of the demarcation line as the frequency or the ac amplitude
increases. The size effect can also be sketched in a similar fashion. As the size decreases, the

Hge in G

sasaa 3P

Temperalure (K)

Fig. 15. Typical Field and Temperature Dependences of ac Susceptibilities for Rod Samples of
YBa3Cu307.x for Hye = 0.1 G, Hy, = 0 to 200 G, and © = 1000 Hz
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line shifts toward lower temperature. The ac amplitude has a larger effect on the position of
the demarcation than does the dc field; a 30-G increase in Hyc could lead to a 10 K shift in
peak temperature. The ac fields force the vortices to move periodically, and the energy losses
are proportional to the amplitudes of the vortex displacements for such damped oscillations.
The increases in energy losses due to the increases in the amplitude of vortex displacements
are thus believed to be more significant than the decreases in thermal activation energy (or the
increases in flux motion resistivity) caused by the dc field, based on the thermally activated
flux creep model.

VIL Scaling Law for Flux Dynamics

Thus far, the discussion, which has emphasized the flux dynamics based on a scaling
parameter x = (Low/p)!/2r, leads one to conclude that the frequency and field dependences of
magnetic measurements were accountable via this parameter. These arguments were
particularly interesting for the x-value where the peak of the quadrature signal occurs and the
energy losses were maximal (denoted as xpy; m stands for maximum p”). For homogeneous
samples, Xy = 2.5 as discussed in Fig. 1b. Once the sample radius is given, resistivity is the
only unknown. Various models have been proposed to account for the vortex-motion-
induced resistivity based on (1) the conventional viscous drag theories of flux flow, and (2)
thermally activated flux creep. It will be illustrated that the scaling parameter could be used to
substantiate a general theory in the flux-motion regime using specific p(T,H) functionals.

The starting point for this discussion is the resistive transition regime based on the
thermally activated process.”” Basic to this process is the temperature- and field-dependent
thermal activation energy Uo(T,H). Following previous analyses conducted by various

regear(_:llgloers using the Ginzburg-Landau theory, we take the activation energy functional
0,79-80-
as30,79-80;

Uo(T,B)/KT = A(1-1)*2/B (53)

where A is a material constant to be determined experimentally (or to be fitted numerically,
as will be discussed later), B is the flux density in the sample, and t = T/T (T, being the zero
field transition temperature) is the reduced temperature. Eq. (53) will lead to an upward
curvature for the H-T irreversibility line measured with a dc technique as well as the demar-
cation line measured with an ac technique. A simple power law is not applicable for a
sintered polycrystalline YBapCu307-x superconductor measured with Hae = 0.1 G (rms), as
is the case shown in Fig. 16, but the general trend agrees semiquantitatively with
experiments.

Based on the concept of phase slippage at the Josephson junctions, where vortices slip
past one another over the activation energy barrier, the resistivity functional for T¢/2<T<T,
(or 12 <t < 1) was found” to be:

pif(T.B)/pn = [Io(Uo/2kT)]-2 (54

85 86 87 88 89 90
Temperature (K

Fig. 16. The ac Irreversibility Line Determined from the " Peak Temperatures for YBayCu307.x
rods. The screened lines sketch the general trend of line shifts as a function of H,. and o.
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where pj is the normal state resistivity and I, is the modified Bessel function of order zero.
Taking the peak temperature of the quadrature signal as the onset of irreversibility (i.e.,
ptf(Tm.Hm) = p,%), and substituting Eq. (54) into the scaling parameter Xy = (Low/pm)1/r, or
pm = &/(Xm?/Kor?) = ptf(Tm,Bm), one finds:

ptf(Tm,Bm)/pn = 0/wo (55)
where ®o = PnXm?%/(Hot?) (56)

wo is a characteristic frequency corresponding to the frequency of maximum dissipation
when the sample is normal. For r = 1 mm, normal resistivity pp = 1mQ-cm, and
Xm = 2.5, one obtains f, = mo/2r = 107 Hz. Using the experimental results from Palstra et
al.,”3 where the single crystal was 1 mm x 0.2 mm X 0.01 mm, with the radius approxi-
mated as the geometric mean of the shorter dimensions (r = 0.022 mm) and pp = 0.1 mQ-
cm, one obtains f, = 109 Hz. Fundamental to Eq. (55) is that as the frequency increases, the
ac screening will become more effective and therefore the resistivity has to be increased to
maintain the desired maximal dissipation. This is the theme of the scaling law being
discussed here.

Combining Eq. (53)-(56) and assuming that By = HoHm,
{I[A(1-tm)*2/(2Hm)]1} 2 = o/wo (57)

where ty = Tm/T¢. Eq. (57) can be solved through numerical iterations to obtain the ac
irreversibility lines, with frequency and sample size as varying parameters. The ac amplitude
effect is contained in Hy, where Hp = Hyc + Ha/(2)1/2. For superconducting YB2Cu3O7-x
compounds (with T = 90 K), it was estimated’”® that A = 3.5 BJ¢o(0), where J¢o(0) is the
zero-field critical current at 0 K on the order of 107 for single crystals (A in G, J¢o(0) in
A/cm2, and B = 1). B (in G) is the flux density in the sample. Two limiting cases will now be
considered: Ug»2k Ty, and Ug«2kT.

For case 1 (Ug»2kT), using Io(x) = exp(x)/(2nx)1/2 for x»1 and Eq. (57) one obtains:
(1-tm)*/[Hp/A] - In {n(1-tm)>2/[Hm/A]} = In(0o/w) (58)

Note that the applied field has been scaled with respect to A = 3.5 BJ¢o(0) = 107G for single-
crystalline YB2Cu307-x. At low temperature or high frequency, the logarithmic term on the
left-hand side of Eq. (58) is much smaller than the first term and one can simply write:

(1-tm)*2/[Hp/A] = In(wo/w) (59)

This relationship displays the logarithmic fre%ucncy dependence derived by previous
researchers using transport current approaches.30 Here we see that as frequency increases,
In(wo/®) decreases and (1—ty)3/2 thus must also decrease (Hm kept constant). This means
that tm must increase and the line must shift toward higher temperatures in the H-T diagram.
At constant frequency, the line obeys the Heo(1-tp)?/? law and concaves upward for w«wo.
Meanwhile, a reduction in radius of the sample will lead to a larger wo and consequently a
line shifted toward lower temperatures, in agreement with the experimental results on thin-
film samples.43> When the measuring frequency o—wo, tm—1, case 2 (Uo«2KkT) is in effect
and Eq. (58) will no longer be applicable.

For case 2 (Uy«2kTy), using Io(x) = (1 + x2/4) for x«1, one obtains:

ptf(Tm,Hm)/pn = {1+ [(1-tm)*%/(4Hp/A)12} 2 (60)
Therefore (1-tm)*?2/(4H/A) = [1 - (/o)1 /2]112 61)
or 1-tm = (4Hm/A)?R[1 - (0/wo) 21173 (62)

Note that t;;—1 as o—ag; that is, as the frequency increases, the ac irreversibility line will
shift toward the H¢ line and eventually merge with it. However, if w>0, the peak should
fail to appear. Under such circumstances, an alternative value must be chosen for the scaling
factor xm (or characteristic frequency wo), but this will mean loss of the “peak” as a
discriminator, which practically renders the technique unreliable.
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Now consider the flux flow case. From conventional flux flow theory,5! one has:

pit(T,H)/pn = H/Hc2(T) (63)

In the Ginzburg-Landau approximation, H¢o(T) = He2(0) (1-t), where t = T/T(H = 0);
therefore:

pe(T,H)/pn = H/[Hc2(0)(1-1)] 64

Since at t = tp, H = Hpy, one has, via Eq. 55, that:
Hpm/[He2(0)(1-tm)] = 0/

or 1-tm = [Hm/[Hc2(0)] (wo/0) (65)

Again, Hp = Hyc + Hye. Increases in ac amplitude will thus shift the Ty, toward lower
temperatures. Decreasing the sample size will follow the same trend. Note that the frequency
effect takes a different form than the thermally activated process, but in general, an increase
in frequency will cause Tp, to shift to higher temperature. Here the controversial power law
for the ac irreversibility line 1-t oo H* takes o = 1.

VIII. Summary

The ac magnetic properties of high-temperature superconductors depend on the
magnitude of the dc bias field as well as the amplitude and frequency of the alternating field.
They also depend on the sample geometries and sizes. Metallurgical imperfections in the
material could significantly affect the phase information and the peak position of quadrature
signal on the H-T plane. In the regime where flux motion can be neglected, the critical state
model was able to account for the basic characteristics of the hysteretic behaviors. In the
weakly pinned regime, flux dynamics could be understood using classical electrodynamics
for normal metals in conjunction with various flux motion resistivity models. Flux-motion-
induced finite resistivity could lead to significant skin effect where the associated pickup
voltage is in quadrature to the true magnetic contribution from magnetic hystereses, which
could therefore result in misleading phase information. It is recommended that the ac
susceptibility data be specified with sample geometry, sample size, measuring temperature,
ac amplitude and frequency as well as dc field strength.

A scaling law of flux-motion resistivity based on the peak position of the quadrature
component of the ac measurements has been formulated to account for the frequency, field,
and sample size effects on the ac irreversibility lines. It was argued that the ac irreversibility
line was a demarcation line separating different flux vortex regimes in accordance with the
dynamic responses of vortices to external excitations. It is different from a dc irreversibility
line that separates vortex liquid from vortex solid on an H-T phase diagram. Below the ac
irreversibility line, pervasive vortex motions follow the ac field, sweeping in and out,
whereas beyond it, only those within the skin depth are affected. The demarcation occurs at
the (H,T) line, where the above two extremes are balanced and a maximal energy dissipation
status is reached. Estimations of physical parameters are in semiquantitative agreement with
the experimental data. Generally speaking, the ac technique is a dynamic measurement that is
different from its dc counterpart. Comparisons between them can only be done at extremely
low frequencies and low ac amplitudes in the strong pinning regime for the high T,
superconductors. Application of the thermally activated flux-motion and traditional flux flow
models to the scaling law allows one to predict the general trends of ac amplitude, frequency,
dc bias, and sample size effects on the ac measurements.
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INTRODUCTION

Before revealing why the ac susceptibility technique is of particular importance
in high pressure investigations, we would like first to briefly discuss the types of chan-
ges in the magnetic and superconducting properties which can occur when a solid is
subjected to high pressures. The changes observed for the elemental solids across the
periodic table are representative for all compounds and alloys. The only elemental
solids which exhibit strong magnetic behavior, such as a Curie-law susceptibility or
magnetic ordering, are solid oxygen, the 3d transition metals (Cr, Fe, Co, Ni), the 4f
rare earth metals (Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, YbB, and the heavy
5f actinides {(Cm, Bk, Cf, Es, Fm, Md, No) [1]. An atomic orbital will contribute to
strong forms of magnetism only if the orbital is partially filled and does not overlap or
hybridize too extensively with the orbitals of neighboring atoms. This explains why
the above elements with their relatively well localized 3d—, 4f-, and 5f-orbitals are
strongly magnetic. The remaining elements exhibit only weak forms of magnetism
such as Pauli paramagnetism, Van Vleck paramagnetism, and Larmor diamagnetism.

Since subjecting a strongly magnetic solid to high pressures will bring its consti-
tuent atoms closer together, thus increasing nearest-neighbor orbital overlap, it is
clear that pressure will normally weaken magnetism. It is thus no surprise that the
Curie temperature of the weak itinerant ferromagnet ZrZn, falls rapidly to zero under
pressure as the magnetism is destroyed [2]. In the rare earth elements, on the other
hand, the 4f—orbitals are located so close to the nucleus that applying pressure at first
leads to aSmultiple) valence changes, where an electron is squeezed from the 4f—orbital
into a valence state, before the 4f—4f overlap becomes sufficient to destroy the magne-
tism. Such valence changes of themselves can cause a drastic variation in the magne-
tic properties, leading to such fascinating phenomena as valence fluctuations and
heavy—fermion or Kondo-lattice behavior.

We now consider the superconducting state. What role do high pressure investi-
gations play here? Firstly, the application of pressure has lead to the creation of su-
perconductivity in a large number of elements and compounds, including the 16 ele-
ments Si, P, S, Ca, Sc, Ge, As, Se, Sr, Y, Sb, Te, Cs, Ba, Bi, and Lu, as well as the
organic metals (TMTSF),PF (the first organic superconductor, where T, ~ 1.1 K at
0.65 GPa) [3] and (BEDT—TTF)ZCu[N(CNﬁz]Cl (the organic superconductor with the
highest transition temperature T ~ 12.7 K at 0.03 GPa) {4]. Secondly, a large pres-
sure derivative of T¢, either positive or negative, is a signal that the system under
study may well be capable of reaching higher values of T, at ambient pressure, if only
the system is suitably modified. The observation [5] of the very large pressure deriva-
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tive dT¢/dP ~ + 9 K/GPa for Las.xBaxCuO4 with T¢(0) = 32 K led Wu et al.[6] to
the substitution of the smaller Y for La and the discovery of the 90 K superconductor
YBa;Cu3Oy.y. The third application of high pressure is as a continuous well-defined
parameter to check theories of superconductivity. Comparing the pressure dependence
of normal and superconducting properties can also give information on the mechanisms
responsible for the superconductivity.

Many of the papers presented at this workshop consider the important informa-
tion on the superconducting and magnetic state of solids which can be gained from a
precise determination of the real and imaginary parts of the ac susceptibility as a
function of temperature and applied magnetic field. In this paper we would like to
emphasize that the ac susceptibility technique is of particular value in high pressure
studies. There are two principle reasons for this which are evident to us. Firstly,
many experimental techniques (e.g. electrical resistivity, thermopower, Hall effect)
require high quality electrical contacts to the sample. Securing adequate contacts is
particularly difficult under high pressure conditions because of the tiny size of many
pressure cells, particularly those which are capable of reaching the highest pressures.
The fact that the ac susceptibility technique does not require electrical connections
directly to the sample is an advantage of inestimable value. Secondly, the volume of
the sample is only a very small fraction of the volume of the pressure clamp. In the
pressure range to 10 GPa (100 kbar or 100,000 atmospheres), which results in a change
of sample volume by typically 5-10%, the ratio of these volumes is only approximately
1:100,000! Magnetic and superconducting properties are often measured in SQUID,
vibrating-sample, and Faraday magnetometers. Using these techniques the properties
of both the sample and the pressure cell are measured together, i.e. Myeas(T,P,H) =
Msample(T,P,H) + Mcel](T,P,H). TO determine Msample, both Mmeas and Mce]l must
be determined separately and subtracted from one another. Since Mge) is often much
larger than Msample, it is very difficult to determine the latter to high accuracy. The
ac susceptibility technique, however, allows the pick—up coil to be wound directly
around the sample itself in the high pressure environment, thus minimizing contribu-
tions from the pressure cell.

EXPERIMENTAL

There are two basic kinds of stress which can be applied to a solid: (1) hydrosta-
tic stress, such as transmitted by a liquid or gas, which is everywhere normal to the
surface of the sample and constant in magnitude, and (2) uniaxial stress which is ap-
plied to the sample in a particular direction. Whereas for a dense sample there is no
limit to the magnitude of hydrostatic pressure it can withstand, only relatively small
uniaxial stresses can be applied without permanently deforming the sample. The use
of hydrostatic pressure carries with it the difficulty of totally containing the gaseous or
liquid pressure medium, particularly when electrical leads are brought into the pres-
sure chamber. A relatively simple pressure technique, termed "quasihydrostatic",
utilizes a solid pressure medium such as steatite or NaCl. The nature of the applied
"quasihydrostatic" pressure is neither purely hydrostatic nor purely uniaxial, but a
combination of both. During the course of a quasihydrostatic pressure experiment the
samples are exposed to shear stresses and cold worked. Any coil system embedded in
the solid pressure medium will suffer a change in its geometric factors and a degrada-
tion in secondary—coil compensation. Quasihydrostatic pressure techniques are often
used by groups striving to reach the highest pressures. Lotter and Wittig [7] have
developed an interesting quasihydrostatic pressure cell to 10 GPa with vaseline as
pressure medium where one secondary coil with 50 turns is located inside the pyrophy-
llite gasket with the second compensating secondary loop outside.

In a hydrostatic pressure experiment the pressure is changed at a temperature
above the melting curve of the pressure medium. The pressure medium freezes upon
cooling. However, the magnitude of the shear stresses on the sample generated by the
freezing process are far smaller than those that occur in a quasihydrostatic experiment.
To which pressures does a pressure medium remain fluid and capable of transmitting
hydrostatic pressures? The answer is different for each substance and is strongly tem-
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perature dependent; however, the last fluid substance to become solid at room temper-
ature (295 K) under pressure is liquid He at 11.8 GPa. Although He is solid above
this pressure, it is still far softer than conventionally used pressure fluids such as 1:1
n—pentane iso—amyl or 4:1 methanol-ethanol.

In general, it is always preferable to use hydrostatic rather than quasihydrostatic
high pressure techniques. Whether or not the two techniques lead to different experi-
mental results depends on the phenomena and materials under investigation. In super-
conductors, either technique leads to the same pressure dependence of the supercon-
ducting transition temperature T¢(P) in Pb [8], but not so in the A-15 compound V;Si
[9] or the thorium—phosphide-structure compound La3Ss [10] where T initially in-
creases under hydrostatic pressure, but decreases under quasihydrostatic pressure!

The most commonly used hydrostatic pressure device is the so—called "piston—
cylinder" technique [11] where two pistons in a bore compress a teflon bucket contain-
ing pressure fluid, coil system, sample, and manometer to pressures as high as 2 —
2.5 GPa. Since the teflon bucket has an inner diameter of typically 5-10 mm, the coil
system for an ac susceptibility measurement can be easily placed inside. To avoid the
sealing difficulties associated with bringing wires into the high pressure chamber, some
groups move the coil system outside the high pressure region, thereby suffering a re-
duction in the signal/noise ratio and the ability to cleanly separate x’ and x’*. In a
piston—cylinder device the pressure is normally changed by removing the pressure
clamp from the cryostat, placing it under a hydraulic press, and changing the force
applied to the pistons. The pressure can be estimated by dividing this force by the
area of the piston (Pex = F/A) or determined quantitatively in the low temperature
region by using a superconducting manometer in the pressure cell to obtain Pin[12]. A
plot of Pey versus Pjy for increasing and decreasing pressure shows a hysteresis which
arises from internal friction in the pressure cell.

Helium—Gas Cell

A far more versatile technique for the pressure range 0-1.5 GPa is the He—gas
pressure cell shown in Fig. 1 (Unipress, model GLC10) where the gas compressor and
manometer (usually a manganin gage which can resolve a change in pressure of only
0.002 GPa) remain at room temperature and are connected to the Cu—Be pressure
vessel in a cryostat at low temperature via a Cu—Be capillary tube [13]. The pressure
can be changed at any temperature above the melting curve of He which is at 78 K for
1.5 GPa or 38 K for 0.5 GPa; below the melting curve the capillary freezes shut with
solid He, thereby preventing any further flow of gas between the pressure vessel and
the external gas compressor. The pressure vessel can remain in the cryostat except
when changing samples or replacing a defective seal. Since up to 12 Cu wires can be
brought into the pressure chamber, a wide variety of measurements can be simultan-
eously carried out on one or more samples, including ac susceptibility, electrical resis-
tivity, Hall effect, and other transport properties.

The xac coil system used in the present studies (see Fig. 1) consists of two com-
pensated secondary coils (each 485 turns of 30 um Cu wir? surrounded by the primary
coil (740 turns of 60 pm Cu wire). The sample is placed in the center of one of the
secondary coils. A Stanford Research model 530 dual phase lock-in amplifier is used
to detect the signal from the compensated secondary coils utilizing the circuit diagram
shown in Fig. 2. A highly stable constant—current oscillator (Optimation Inc., model
RCD-9) sends an excitation current with several mA amplitude through Ry, L and the
primary coil. The voltage drop across R, serves as a reference voltage for the lock-in
and allows an accurate determination of the excitation current. An important part of
the circuit is a variable impedance unit consisting of a variable inductance L coupled
into the excitation current circuit, a variable resistor R, and a fixed capacitor C. In
general, the signals from each of the two secondary coils will differ somewhat in mag-
nitude and phase; a phase shift can occur if each secondary coil couples differently
with metallic parts of the pressure cell lying nearby. The variable impedance unit
allows one to generate a compensation signal with arbitrary magnitude (through varia-
tion of L) and phase (through variation of Ry) so as to exactly compensate the net
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signal from the secondary coils. A complete compensation allows the lock-in amplifier
to be operated in an adequate sensitivity range. Since in the helium—gas cell the coup-
ling between the secondary windings and the pressure vessel is minimal in the frequen-
cy range below 1500 Hz, and thus the individual signals from the two secondary coils
are in phase, Rz and C were removed from the circuit in Fig. 2. A small change in L
represents a pure change in inductance which should only cause a signal change in the
x’ channel. The internal phase—angle adjustment in the lock-in amplifier is utilized to
meet this requirement. The temperature of the sample inside the pressure cell can be
accurately determined by two pairs of calibrated Pt— and Ge-resistors located pairwise
directly above and below the pressure cell.

He-Gas inlet 12-wire feedthrough thermometers (Pt, Ge)

i
primary secondary

Fig. 1. He-gas pressure vessel to 1.5 GPa (7 mm I.D. and 28 mm O.D.) made
from Cu-Be alloy by Unipress (see Ref. 13). An enlarged view of the 24
mm long coil system for 2 mm dia. samples is also shown.

Oscillator Ri=1kf2 Variable inductance L
N oy

' {-— Cryostat
DVM |
"ll'/ Sample
Primary
Ref J|_ coil
R —— |
Lock-In |
Input : Thermometer
Computer Amplifier Current|—1— §— Emomale
B Pt, carbon
—_— source
DVM

Fig. 2. Circuit diagram for ac susceptibility and temperature measurement sys-
tems. See text for details.
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To test the coil system the temperature dependence of xac at 0.5 Oe for a 1.85
mm dia. Pb—sphere was measured as a function of frequency, as shown in Fig. 3. At
temperatures well below the superconducting transition temperature T, = 7.2 K, a
large negative inductive signal x/(T) is observed which for low frequencies falls to
nearly zero above T. At higher frequencies the sharp change in x/(T) at T, decreases
in size because of the increasing importance of the shielding in the normal state.
x’’(T) passes through a maximum near that temperature Ty where the applied field
penetrates to the center of the sample. The fact that Ty, shifts to higher temperatures
with increasing frequency is also a result of the increased shielding at higher frequen-
cies in the normal state. Both x’(T) and x’/(T) are universal functions of the ratio of
the sample dimension "a" to the screening length "§", the maximum in x’/(T) occurr-
ing when a/§ = 2.41 [14]. We have also calculated the absolute magnitude of x’(T)
and x“{(T) by taking into account the geometry of the coil system and the demagneti-
zation factor (D=1/3) of a sphere [15]. Within the accuracy of this determination
(~10%) the shielding effect is 100% so that we set x’(5 K) = -1 (SI units) in Fig. 3.

Azevedo et al.[16] have developed a useful technique in which the low—field ESR
resonance of a single—crystal sample is measured by winding a radio frequency coil
directly onto the sample mounted inside a He-gas pressure cell. The ESR signal and
the measured absorption in the rf coil are strongly dependent upon the magnetic state
of the sample. With this technique they were able to study the pressure dependence of
both the superconducting and spin—density wave transitions in (TMTSF),PFs.

Metal-Gasket Cell

One of the few drawbacks of the He—gas technique is the limitation of the pres-
sure range to 1.5 GPa. To reach appreciably higher pressures it is necessary to press
opposing anvils together. More than a decade ago Fasol and one of the present au-
thors (J.S.S.) [17] modified the so—called "metal-gasket" technique, which was well
known in conjunction with the diamond-anvil cell, to allow electrical leads to be
brought through the gasket into the high pressure chamber, as shown in Fig. 4. The
use of tungsten carbide anvils instead of diamonds allowed a scaling up of the cell by
roughly an order magnitude. In this technique two WC-anvils press into a gasket
made of a high tensile-strength alloy such as Cu—-Be. Six Cu leads are brought into
the 2mm dia. high pressure bore in the middle of the gasket. Although initially we
used the cell to carry out measurements of the electrical resistivity, a miniature self-
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supporting coil system was soon developed which allowed ac susceptibility studies [18].
A 4:1 mixture of methanol-ethanol serves as pressure medium. As shown in Fig. 4, a
small piece of Pb is placed next to the sample to serve as a superconducting manome-
ter. The superconducting transition temperature of Pb decreases under pressure at the
rate dT¢/dP = —0.365 KZGPa in the range 0 — 5 GPa [12]. The Cu wire in the prima-
ry coil winding can also be used as a resistive manometer [19{ over a wide temperature
range, as will be discussed in a future publication. The usable pressure range depends
on a number of factors, including the gasket material and the thickness and dimen-
sions of the WC—anvils. Pressures near 5 GPa have been reached over the entire tem-
perature range below 300 K using a Cu-Be gasket. The use of a special steel alloy
extended this range to 12 GPa at room temperature; however, failure occurred at low
temperatures, presumably due to gasket embrittlement. Pressures over 13 GPa would
start to indent the WC anvils and thus limit the pressure.

The self-supporting coil system used in this technique is also shown in Fig. 4.
Since the coil system must be relatively flat to avoid getting squeezed by the anvils,
the compensated secondary coils are wound on top of each other, instead of side-by—
side as in Fig. 1, to save height. The coil system typically has the dimensions 0.8 mm
0.D., 0.3 mm I.D. and 0.8 mm height with approximately 100 windings in the secon-
dary coils and 30 windings in the primary coil; varnished Cu—wire with 30 um dia. is
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Fig. 4. Metal-gasket pressure cell to 10 GPa and miniature yac coil system.
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used for the windings. The lock-in amplifier used here is EG&G model 5210. For the
frequency used (5.05 kHz) the coupling between the coil system and the metal gasket
leads to a phase shift of appoximately 2°. This could be compensated for within the
lock—in amplifier, so that a complete separation of x’(T) and x’/(T) was possible.

Diamond—Anvil Cell

To appreciably extend the pressure range beyond 10 GPa, it is necessary to use
anvil materials of superior hardness to tungsten carbide. Diamond is the hardest
substance known, is transparent over a wide spectral range, possesses a very high
thermal conductivity, and is electrically insulating which simplifies electrical insula-
tion problems in the pressure cell. Unfortunately, the high cost of diamond dictates
the miniaturization of the entire pressure cell. Although several groups have succeed-
ed in bringing electrical leads into the pressure chamber [20], we are not aware that
anyone has successfully mounted an xac coil system inside the bore of a diamond-anvil
gasket which typically has an initial diameter of 0.3 mm; under pressure the bore
diameter decreases. Bringing electrical leads through the gasket region would consi-
derably complicate, if not doom, any attempt to use liquid He as pressure medium.
For these reasons we have chosen to place the entire y,c coil system outside the 3 mm
dia. gasket, as shown in Fig. 5. The pressure technique itself is identical to that for
the metal-gasket cell illustrated in Fig. 4. The diamond-anvil clamp in Fig. 5 was
built nearly a decade ago by ome of the authors (J.S.S.)[21]. The force pushing the
diamond anvils together is provided by a double—diaphragm press [22] which can be
pressurized to more than 200 atm. of He gas. The gasket (Cu-Be, Re, or a Ta-W
alloy) is loaded at 2.0 K with superfluid helium before sealing off the pressure chamber
by pressing the diamond anvils into the gasket. Pressure is only changed at room
temperature or above to stay above the melting curve of He. The measurement of the
Rj—fluorescence line of ruby chips located both inside and outside the pressure cell
allows an accurate pressure determination at all temperatures to within 0.05 GPa [20].
In a test run where only a ruby chip, but no sample, was included in the He-loaded
pressure cell, a pressure as high as 23 GPa was reached at room temperature before we
lost courage. Much higher pressures should be possible.

As before, the compensated secondary coils are wound on top of one another.
The extremely poor filling factor of a sample typically 0.1x0.1x0.02 mm3 in a secon-
dary coil with 3.5 mm dia. drastically complicates the compensation of the two secon-
dary coils. Even though insulating epoxy is used as a coil form, the inductive coupling
of the individual secondary coils with their metallic surroundings, including the metal
gasket, is sufficiently different that the net signal exhibits a temperature dependence
which is so large as to prevent the resolution of the superconducting transition of the
sample. This temperature-dependent background can be significantly reduced by
adjusting the resistor R; and the inductance L in Fig. 2. Due to the very strong signal
from the metal gasket inside the coil system, it was not possible to phase separate yac
into its real and imaginary parts, but rather the magnitude of ya,. is measured versus
temperature. The superconducting transition is barely visible in the measured data, as
seen in Fig. 6a. After subtracting off the temperature dependence of the background
and expanding the vertical scale, the curve in Fig. 6b is obtained. The superconduct-
%)ng tra?sition is clearly resolved. In fact, changes in T as small as 0.1 K at 90 K can

e resolved.

RESULTS
Weak-Itinerant Ferromagnets

Before discussing the results of several recent high pressure experiments in the
field of superconductivity, we would like to mention in passing one result from studies
of magnetism which we feel exemplifies the ability of high pressure investigations to
critically test theoretical predictions. As sketched in the Introduction, weak—itinerant
ferromagnets such as ZrZn; or TiBe; 4Cuy are situated very near the magnetic-non-
magnetic transition; for this reason the application of only very modest pressures is
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sufficient to destabilize the magnetic state and drive the Curie temperature to zero
[2,23]. Such behavior was given a theoretical framework by the following approximate
expression proposed by Wohlfarth: dnTcyrie/dP ~ —o/T2cyrie, where a is a slowly
varying positive quantity [24]. According to this expression, the decline of Tcyrie
under pressure should become more precipitous the smaller Teyrie is, a trend which has
received support from experiment.

Scsln is a well known weak-itinerant ferromagnet with Tcyrie ® 5 K. However,
Gardner et al.[25] reported that Tcyrie increases under pressure for the single ScsIn
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Fig. 5. Diamond-anvil pressure clamp for pressures above 10 GPa. Two
1/6 carat diamond anvils press into a 3 mm O.D. metal gasket with a
0.25 mm dia. bore containing sample, ruby manometer, and liquid He
pressure fluid. An enlarged view of the primary(secondary) coil system
using 30(16) pm dia. Cu—wire is also shown.



sample they investigated, which clashes with the above theoretical expectation. Utili-
zing the metal-gasket pressure cell shown in Fig. 4 for ac susceptibility and a Faraday
balance magnetometer for magnetization studies, Grewe et al.[26] studied the pressure
dependence of xac(T) and M(T,H) on three well-characterized polycrystalline ScsIn
samples and found that both Tcyrie and the magnetization at a given temperature and
field increase under pressure. Both results stand in direct contradiction to the predic-
tions of Wohlfarth’s theory and show that the validity of this theory is not as general
as had been believed.

Conventional Superconductors

We now discuss several high pressure experiments in the field of superconductivi-
ty. In simple-metal superconductors like Pb, Hg, Sn, In, Al, Zn, and Ga, the super-
conducting transition temperature T, decreases under pressure at the rate dT¢/dP =
-0.2 to -0.4 K/GPa [27]. In transition—metal superconductors, on the other hand,
dT/dP can be either positive or negative and take on much larger magnitudes[28].
Why does T decrease under pressure for the simple metals? This can be most easily
understood by considering a simplified form of the BCS formula: T, =
Oexp[-MO2/C]|, where © is the Debye temperature, M is the molecular weight, and C
is a quantity which is only weakly pressure dependent for simple metals 27]. The
Debye temperature increases under pressure as the lattice stiffens and the phonon
spectrum is shifted to higher energies. Since the factor ©2 in the exponent of the
above T formula overpowers the prefactor ©, T should decrease as © increases. The
rate of increase of the Debye temperature with pressure is given by din®/dP =
6—d£n9/d£nV] = K7, where 7 is the Gruneisen constant, x is the compressibility, and

is the sample volume. For the above elements the Gruneisen constant takes on the
values 7 © +1.5 — 3 [27] which means that the Debye temperature increases under
pressure about twice as fast as the sample volume decreases. This all means that the
superconducting transition temperature of simple metals decreases under pressure
because of the increase of the Debye temperature, i.e. because the lattice stiffens under
pressure. This is reasonable physically, since the positive ions in a stiffer lattice can
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not approach each other as closely when an electron flies by as when the lattice is soft.
Thus the behavior of T under pressure is further evidence that the coupling between
electrons in a Cooper pair is electron—phonon in nature involving the crystal lattice.

Organic Superconductors

. A decrease of T under pressure is also a hallmark of organic superconductors
such as (TMTSF),PF; 3], (TMTSF),ClO4 [29], and (BEDT-TTF),I;3 [30]. Is this an
indication that here also the electron—phonon interaction leads to the superconductivi-
ty? To address this question we need to examine the magnitude of the pressure deri-
vative of T,. The results of the ac susceptibility measurements of Sieburger [31] ob-
tained for (BEDT-TTF),Cu(NCS); using the He—gas pressure system are shown in
Fig. 7. The decrease of T with pressure is enormous, dT./dP = —29 K/GPa, in good
agreement with the results of others [32]. Large pressure derivatives have been report-
ed for many other organic superconductors [307. Since the value of dT/dP for organic
superconductors is approximately two orders of magnitude larger than for the simple
metals, one might jump to the conclusion that a mechanism other than the electron—
phonon interaction is responsible for the superconductivity in organic metals. In fact,
the very large pressure derivative can be easily understood within an electron—phonon
framework: (1) the compressibility x ~ 0.1 GPa"! is approximately an order of
magnitude larger than for simple metals, and (2) the Gruneisen parameter vy~ 4 — 6 is
about twice as large as for simple metals. Both factors contribute to a larger pressure
derivative of T for organic metals [33].

High Temperature Superconductors

Considering the relatively short five year time period since the discovery of high
temperature superconductivity, there have been a large number of studies of the pres-
sure dependence of T.. Although it appears that the sign of dT¢/dP is normally posi-
tive for hole—doped and negative for electron—doped materials, and that the magnitude
of dT/dP is inversely proportional to the value of T¢, there is a large scatter in the
reported data [34]. This scatter may be due to differences in pressure technique, i.e.
whether hydrostatic or quasihydrostatic, or to differences in the samples studied such
as the concentration of oxygen or other components, defect density, whether polycry-
stalline or single—crystalline, etc. Indeed, for YBa;Cu3O; the value of dT¢/dP is
known to vary markedly with the oxygen concentration [35]. The disparity in the
values of the pressure derivative is well illustrated by an ac susceptibility study of
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Fig. 7. Superconducting transition of (BEDT-TTF),Cu(NCS), at differ-
ent pressures in the He—gas system (1 GPa = 10 kbar).
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Koch et al.[36] on several single crystals of YBa;Cu3O;7. For one crystal T¢(P) in-
creased initially with pressure, passing through a maximum near 5 GPa; for two others
T, decreased monotonically with pressure. Koch et al.[36] raised the possibility that
the vaseline pressure medium could have exerted shear stresses on the sample under
high pressure.

To try to "set things straight", one of the authors (R.S.) decided to use our best
pressure technique and study T¢(P) to 0.6 GPa on YBa;Cu3O; crystals using the
He-gas system (see Fig. 1). First, a crystal was chosen and the ac susceptibility was
measured at ambient pressure, yielding curve I in Fig. 8. A double—peak structure in
x’’(T) is clearly seen. Under pressure the double—peak structure was observed to shift
bodily to higher temperature at the rate +0.7 K/GPa. After this measurement the
sample was removed from the pressure cell and found to have broken apart into three
pieces. In Fig. 8 we also show the x’/(T)-data on these three "subcrystals" as the
curves I, ITT, and IV. It is seen that here the whole is not the sum of its parts! The
lower-temperature peak in curve I is missing in the three other curves. We ascribe
this peak to weak-link behavior between the three subcrystals before they separated.
We next measured T¢(P) on one of these subcrystals; the results are shown in Fig. 9.
The unusually sharp superconducting transition is seen to shift to higher temperatures
under pressure at the rate dT./dP = +(0.7 &+ 0.2) K/GPa, exactly as found for the
larger "mother" crystal above. Measurements at ten different values of the pressure
taken with both increasing and decreasing pressure reveal T¢(P) to vary in a complete-
ly reversible fashion. A further measurement on another crystal from a different batch
gave an identical pressure dependence [37].

In Fig. 10 we display previously published data [38] on another YBa;Cu;0;
crystal where we found T to remain constant under hydrostatic pressure, but x’/(T)
to split reversibly into two peaks under pressure; the y’(T)-transition developed a
shoulder under pressure. With increasing field amplitude the lower peak in x“&')I‘)
shifts rapidly to lower temperatures and broadens [37]. While it is certainly possible
that pressure induces a phase separation, perhaps due to oxygen reordering, on the

16.0 %
YBazCuzO7
crystal
124 0 P (GPa)
0.31
o 88 X' 0.57
=
3
g
w 52
16 10x”
-20 SN A, e LSS | P D e T RN

858 86.0 86.2 86.4 86.6 86.8 87.0 87.2

Temperature (K)

Fig. 10. Temperature dependences of the real and imaginary parts of the ac
susceptibility of YBayCu3O7 at three pressures in the He—gas system.



basis of the above studies it is tempting to conjecture that there are microcracks in the
crystal which reversibly open and close as external pressure is applied. It is appropri-
ate here to consider (Fig. 11) some beautiful experiments by Dian-lin et al.[39] on tiny
(0.15x0.15x0.03 mm3) YBa,Cu30; crystals where a double-step structure in x*(T) is
seen to go away under pressure. The superconducting transition was measured by a
modified ac bridge working at 5 MHz with an excitation field of less than 2 mG. To
improve the sensitivity, both arms of the secondary coil system were placed in the
pressure cell and tuned to resonance. The results in Fig. 11 are interpreted to mean
that there is weak-link behavior even within a single crystal which apparently is sup-
pressed under pressure, i.e. the contacts between the subcrystals in the sample im-
prove under pressure. We will see below that similar behavior is also found for poly-

crystalline material where the grain boundaries form weak links.

To be able to identify systematics in T¢(P) it would be of obvious benefit to
expand the pressure region available. The diamond-anvil apparatus shown in Fig. 5 is
capable of generating pressures one to two orders of magnitude higher than those
accessible with the He—gas system. In Fig. 12 we show x(T) for a YBa;Cu30- single
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Fig. 11.

crystal [40]. Under pressure T at first increases but then decreases. This nonmonoto-
nic behavior is brought out more clearly in Fig. 13 where T¢(P) is seen to pass through
a maximum near 4 GPa [40]. This nonmonotonic pressure dependence offers a possible
explanation for the widely differing initial pressure derivatives discussed above. Dif-
ferences in sample composition may place the sample at different points on a generali-
zed phase diagram. Indeed, T for LajxSryCuOy4 is known to pass through a maxi-
mum as a function of the hole concentration [41]). Jorgensen et al.[42] have used struc-
tural data under pressure on YBa;Cu3O7 to estimate that pressure leads to an increase
in the hole concentration in the Cu~O planes. It would seem reasonable to predict
that nonmonotonic behavior of T¢(P) will be found for many, if not all, hole-doped

and electron—doped oxide superconductors so that the sign of dT./dP is not a hall-

mark of either.
The following experiment was an unsettling experience for us, but the results are

very relevant in the present context [43]. In Fig. 14 we show T.(P)-data on
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T1,Ba;CuOs.y, a single-layer hole—doped oxide superconductor [44]. Not only does T
decrease under pressure, it chooses to fall very rapidly! For the T¢(P)-data shown in
Fig. 14 the pressure was always changed at room temperature. In the He—gas system
used the pressure could have been changed at low temperatures, but we preferred not
to do this since the cell is then more prone to leakage. Before a particular weekend,
however, one of the authors (R.S.) was in a hurry and decided to save time by chang-
ing the pressure at a temperature only a few degrees above T (but always at a tem-
perature well above the melting curve of He). To his astonishment, T¢(P) remained
constant whether the pressure was increased or decreased at low temperature. Warm-
ing back up to room temperature, however, caused T¢ to jump back to a value along
the T¢(P)—curve given in Fig. 14. Our first thought was that solid He was blocking
the capillary, preventing the pressure in the cell from changing. Measurements using
an internal superconducting manometer indicated that the pressure in the cell was
changing as expected. But perhaps the most direct proof that the erratic behavior of
T with pressure is actually an intrinsic property of the sample is given by the beauti-
ful data in Fig. 15. Going from curve A to B the pressure has been increased at room
temperature from 0.013 GPa to 0.13 GPa. T, is seen to rapidly decrease, as expected
from Fig. 14. The pressure was then increased to 0.34 GPa at low temperature
(45 KP, yielding the solid curve C. T, did not change! Curves B and C lie almost on
top of each other. The proof that the pressure on the sample in the pressure cell
actually did increase between B and C is given by the appearance of a notch in curve
C at 30.5 K. This notch marks exactly where the He pressure fluid froze, i.e. the
melting curve of He for 0.34 GPa lies at 30.5 K. Upon releasing the pressure a bit to
0.32 GPa at room temperature, T. decreases in a manner to agree with the
Tc(P)-dependence in Fig. 14. Here again, the notch in x/(T) near 30 K marks the
decrease in the melting temperature of He at the slightly lower pressure.

It is thus apparent that for this Tl-compound the pressure dependence of T,
depends on the temperature where the pressure is changed. This is brought out clearly
in Fig. 16 where the relative pressure derivative of T is plotted versus oxygen concen-
tration [44]. We interpret these results in the following way. All compounds studied
have excess oxygen atoms which are distributed on interstitial sites. As a function of
pressure there may be a number of different ordered states into which the interstitial
oxygen, or the other oxygen for that matter, would like to assume. If the pressure is
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changed at room temperature, there is enough thermal energy available that the oxy-
gen sublattice can take on the ground state oxygen ordering arrangements. However,
at low temperatures insufficient thermal energy is available to allow the oxygen atoms
to reorder under pressure, so that T doesn’t change significantly, but increases only
slowly, which is the more normal behavior for hole-doped superconductors.

The next question to ask is the extent to which other systems might show simi-
lar effects. Single—crystalline YBa;Cu3O7 [44] and polycrystalline BiSryCaCu3Os.y
[43] do not show any dependence of dT./dP on the temperature at which the pressure
15 changed, at least below 300 K. However, the results on TI;Ba;CuOg.y are of obvi-
ous interest and further experiments should be carried out to determine the nature of
the reordering which must be occurring.
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Figs. 8, 10, and 11 contain ac susceptibility data which give evidence that even
in single crystals weak-link behavior can occur. The weak-link boundaries are pre-
sumably caused by planar defects, micro—cracks, or other structural imperfections. In
polycrystalline materials it is widely accepted that the contacts between the individual
grains, the grain boundaries, behave as weak-links so that a sintered material can be
viewed as a dense array of Josephson—coupled strongly superconducting grains [45).
Because of the inability of a sufficient number of grain boundaries to carry a large
density of supercurrent, the transport critical current density J. for the material as a
whole is very limited, becoming rapidly even weaker when a magnetic field is applied.
A better understanding about why grain boundaries and other defects behave as weak-
—links could lead to processing changes to improve their current—carrying capacity. In
addition, any technique, such as preferential grain orientation, which increases J
would be of interest in its own right. Since the application of high pressure would be
expected to improve the contact between the atoms on either side of a grain boundary,
it might be anticipated that J; would increase under pressure. We will see below that
this, in fact, actually occurs.

The ac susceptibility technique is particularly well suited for studying Jc under
high pressure conditions since it does not require electrical contacts to the sample
under study. In addition, Miiller [46] has developed a critical state model of supercon-
ducting sinters which gives in detail the temperature and magnetic field dependence of
the real and imaginary parts of the ac susceptibility. The experimentalist need only
fit theory to experiment to extract values of the intergranular critical current density
Jc and the London penetration depth Agin a grain. The only input parameters are the
mean grain size, the magnitude of the applied ac and dc magnetic fields, and the sam-
ple density.

In Figs. 17a and 17c we show the temperature dependence of x’(T) and x’/(T)
for sinters of T1;Ba;CaCu;05 and YBa;Cu4O5 as a function of the applied ac field Hy
[47]. At intermediate values of the applied field the two—step x’(T)-behavior for both
samples is clearly seen. As one cools through the superconducting transition, the
grains are the first to be shielded from the applied flux, leading to the first step in
x‘(T). At this point, however, flux still penetrates through the intergranular material,
i.e. through grain boundaries, voids, planar defects, etc., since this material is not yet
capable o% carrying the supercurrent density J. needed to shield the sample as a whole.
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Fig. 18. (a) Dependence of the temperature Ty of the maximum in x’’ (see Fig.
17) divided by T, versus ac field amplitude Hj,c at different pressures in
metal-gasket cell. Solid lines drawn through data at same pressure. (b)
Pressure dependence of relative intergranular critical current density Je.
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This occurs at still lower temperatures where J¢(T) has grown larger, leading to the
second step in x/(T). It is in this temperature region, where the intergranular super-
currents are being set up, that the largest losses in the sinter occur, leading to the
maximum in x’/(T) at Ty, seen in Fig. 17. Since J¢(T) is weakened when a magnetic
field is applied, the maximum in x’/(T) would be expected to shift to lower tempera-
tures with increasing Hye. This is clearly observed in Figs. 17a and 17c. The fact that
the maximum in x’/(T) at Ty shifts much more rapidly to lower temperatures for
YBa;Cu405 than for T1;Ba,CaCus0Og implies that Jo must be much less for the former
compound. The following analysis supports this conclusion.

The effect of pressure on the ac susceptibility is seen in Figs. 17b and 17d for the
two sinters studied. Relative to the superconducting transition temperature T in the
grains, the maximum in y’/(T) is seen to clearly shift to higher temperatures. From
the above discussion it follows immediately that the application of pressure has sharp-
ly increased the intergranular critical current density J. for both sinters. This conclu-
sion from a cursory qualitative analysis of the raw data is supported by the detailed
data fits to Miiller’s model [46] given by the solid lines in Figs. 17b and 17d. A simpli-
fied analysis of the pressure dependence of J. is possible using Miiller’s expression
Tn/Tc = 1-C(Jc)/2H,, where J. is the intergranular critical current density for zero
applied field at a temperature 67% of T and C is a parameter given by Miiller. This
expression tells us that we can estimate J simply by determining the slope of a (hope-
fully) straight-line plot of Tn/T versus Hae. The smaller the slope, the larger is J..
The plots in Fig. 18a are not perfectly straight, but a good rough estimate of J. can be
made. As a function of applied pressure, the slope of the plots progressively decreases
which implies that J¢ increases under pressure. This is confirmed in Fig. 18b, where
the relative pressure dependence J¢/J(P=0) is plotted versus pressure. The values of
J for zero applied field and pressure at a temperature 67% of T are also given in this
figure. It is interesting to note that whereas J¢ is more than two orders of magnitude

reater for the Tl-compound, the increase of J. with pressure is almost twice as large
or the Y—compound. He who has little has more to gain! The increase of J; with
pressure is surprisingly large. Our hope is that understanding the reason(s) for this
increase will lead to the synthesis of better sintered superconductors.

The estimated value of J for the Tl-sample at 67%Tc, or 72 K, is 3x10¢ A /cm?,
a very respectable value for a sinter. An attempt to check this value by a direct mea-
surement of the transport critical current density has not yet been successful due to
the porosity of the sample. Miiller et al.[48] report good agreement between the J.—
values from the ac susceptibility and transport measurements. A more detailed discus-
sion of the above experimental results will be given elsewhere.

The AuGa, Dilemma Recalled

This review has primarily focussed on high temperature superconductivity since
these materials are of intense current interest in the field. The highly anomalous
behavior of T under pressure for T1;Ba;CuQg.y was pointed out above. In our efforts
to solve the puzzles of the present we should not forget that many mysteries from the
past still remain unsolved. One of the most interesting high pressure transitions ever
discovered was first reported by Schirber [49] on the intermetallic superconductor
AuGa; where both a study of the Fermi surface and a sharp maximum in T¢(P) near
0.6 GPa gave evidence for an isostructural Lifschitz or "electronic" transition. Even
more remarkable is the report of Smith et al. [50] that for pressures above 1.5 GPa the
superconducting state of AuGas exhibits "a well resolved and reproducible supercool-
ing of ~ 5 mK for decreasing temperature and a marked differential paramagnetic

ect (DPE) upon warming back through the transition." This anomalous behavior is
evident in the measurements by Hein et al. [511, shown in Fig. 19, of the dependence of
the ac susceptibility on applied dc magnetic field at a fixed temperature for two values
of the pressure, one just below (0.57 GPa) and the other just above (0.60 GPa) the
Lifschitz transition. It is not understood why a purely electronic transition should be
able to set the scene for such unusual behavior as DPE and supercooling. To the
knowledge of the authors, and at least one of the workshop coorganizers, this behavior
under pressure remains unique in the field of superconductivity.
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Fig. 19 In-phase component x’ of the ac magnetic suscep-
tibility of AuGa, as a function of dc magnetic
field showing the transition to superconductivity
for two values of the applied pressure. This figure
is adapted from Figs. 4 and 7 of Ref. 51. The
sudden appearance of supercooling at the higher
pressure is evident.
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DC Magnetisation and Flux Profile Techniques

AM.Campbell

IRC in Superconductivity, Madingley Road, Cambridge, U.K.

Abstract

Some general results on electromagnetism are used to define fields and
magnetisation in superconductors. Experimenial techniques for
measuring ac and dc magnetisation are described. Treatment of the
results to give critical currents is discussed and details of flux profile
techniques given. It is shown that if the displacement of the flux lines
is proportional to the force and a function of frequency the London
equation is obtained with a complex penetration depth. This is derived
and the inductive transition plotted through the reversibility line.

1. General Results on Magnetic Fields

The magnetisation we measure in a magnetometer is due to the
field generated in a body by currents which do not cross its boundaries.
The magnetic moment of a small current loop is i8S and the magnetic
moment of a body is [i8S. This expression is most appropriate to
magnetic materials in which the moments are local dipoles, but it can
also be used when bulk currents are flowing, as in a superconductor.
The most general expression for the magnetic moment is 1/2/rxjd v
where j is the average local current density, including that from atomic
dipoles (1).

Having defined the magnetic moment we then define a
magnetisation M as the moment divided by the volume. At this point we
must distinguish between two types of magnetisation. If the
magnetisation is due to local dipoles the state of the material is
determined by local fields, and we can relate M at any point to B at that
point through material parameters which are independent of the size or
shape of the sample. B is the average of the local magnetic field on a
scale large enough to make the properties uniform and we can then
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define a useful vector H=B/p -M. However if the magnetisation is due
to currents flowing on the scale of the sample size, as occurs in eddy
current and superconducting situations, this cannot be done and it
makes no sense to talk about a local value of M.  We have currents in a
non-magnetic material and B=p H. If these are not thermodynamic
equilibrium currents they should be classified as transport currents.

B,

p H

Fields

Distance into Sample

Fig. 1.
The gradients of B and H for constant J,

Sometimes both types of current are present and this is of
importance in granular materials. In these circumstances ( which also
include currents in ferromagnetic materials) we define H(B) as the
external field in equilibrium with a flux density B in a long cylinder
parallel to the field. This defines a B-H curve for the material. The
transport current is defined as J=CurlH and it is this current which
determines the driving force on the vortices, JxB, not the gradient in B
(2,3). Figure 1 illustrates the distinction. =~ We take a material with a
constant intergranular J_ in which about 70% of the volume is occupied
by perfectly diamagnetic grains. The flux penetrates between the
grains building up a current density J. but the flux cannot penetrate into
the grains. The flux density, B, is averaged over many grains. At the
surface the equilibrium average flux density will be about 0.3 times the
external flux density and it decreases linearly towards the centre.

(The exact value will depend on the shape of the grains, it will be 0.3
for long grains parallel to the field.) The external field in equilibrium
with this is about three times the value of B at any point and this gives
the local value of H which decreases linearly from a surface value equal
to the external field. @~ We can now define an effective permeability
u=B/uoH which is related to the volume fraction of superconductor and
the shape of the grains. This has been used in the calculations of
Gomory et. al. (4) and Miller (5), but it can be seen that if we treat the
effective permeability as a measurable parameter, as is normally done,
Maxwell's equations are exact without having to consider the details of
the void network. i.e. B=pp H and J=curlH where J is the intergranular
transport current. It is in relating p to the microstructure that
uncertainties appear. A method of measuring p is described in §4.1.
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1.1. Measurement

Most measurements (apart from mechanical ones) involve
measuring the voltage from a coil round the sample in an external field
A voltage is generated by changing the magnetic moment of the sample,
or by moving it. There are four geometries in which the voltage can be
directly related to the magnetisation and these are shown in Figure 2.

: O00O0

0000000000000 00O0 O0O0O0

(@) (b)

() (d)

Fig. 2.
Four Different Coil Arrangements which Give Direct Magnetisation
Measurements.

First we can have a small sample enclosed by a long search coil.
Secondly we can have a coil wound round a cylinder well away from the
ends. Thirdly we can have a small sample in a large current loop, and
finally we can have a small sample a long way from a search coil. The
common feature of all but the second is that if we pass a current into
the search coil the the field across the sample is uniform. The second
does not give the magnetic moment of the body, but the axial flux, and
for a cylinder of arbitrary cross section this is directly related to the
magnetisation per unit length well away from the ends.

We can relate the measured moment to the mutual inductance
between the search coil and a coil of the same shape as the sample.
Suppose a current ic in the search coil produces a uniform field Bg at
the sample. Then a current loop in the sample position of area §S will
have a flux through it of Bs.8S.  The mutual inductance M is therefore
Bs.3S/ic.  Suppose now we change the current in the loop in the sample
is, and measure the voltage in the search coil keeping i, constant. The
voltage is Mdi/dt=(di /dt)8S.Bg/ic.=kdm/dt where k is a geometrical
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factor equal to the applied field produced at the sample per unit current
in the search coil, Thus the voltage is directly proportional to the rate
of change of total magnetic moment along the axis of the search coil.

In the case of the geometry of figure 2b we consider a long axial
coil in the sample of area 8S. (The cross section does not have to be
circular). If it has n turns per unit length the mutual inductance is
1, Nn3S where N is the number of turns on the search coil. If it carries a
current i, the induced voltage is p,NndS(di/dt). The magnetic moment
per unit length of such a coil is ni,8S. Hence the voltage from the
sample is proportional to the magnetic moment per unit length. In this
geometry (and only this one) the magnetic moment can also be
determined from the difference between the external field and the mean
B in the sample.

These are the geometries for accurate absolute values.  They are
also wasteful in that we can get a larger signal to noise ratio by making
the search coil the same length as the specimen. For a perfectly
diamagnetic sample the signal can be related to the magnetisation by
using mutual inductance tables (6) for concentric coils. However as
flux penetrates to the centre the coupling factor changes because the
mutual inductance between the search coils and interior currents is not
a simple function of the radius at which the currents flow, and even a
calibration using a lead sample will no longer be strictly accurate. For
practical purposes these corrections are not too important since most
experiments compare similar samples in the same apparatus.

1.2. Losses

As well as an unambiguous measurement of magnetisation we can
get an unambiguous measurement of the loss. For any change in the
total magnetic moment 8m we saw above that the voltage induced in a
coil round the sample (in this case the drive coil, see Fig.7.) is
(no/ig)Ho.dm/dt where H, is the applied field at the sample due to the
drive current iy. Hence the power needed to keep H, constant is
p H,.dm/dt and the work done by the drive field on the sample is
uH,8m. Hence the work done is directly proportional to the change in
total magnetic moment of the body in the direction of the applied field.
In a dc measurement the loss during a complete cycle is the area of the
hysteresis loop.

In an ac measurement the voltage due to the changing magnetisation
can be expressed as a Fourier series  If the applied field is H,Coswt and
the voltage waveform from the search coil is turned into a
magnetisation waveform by the appropriate calibration constant, we
can write the magnetisation as

m=X ( a, Cos not+b,Sin not)
The instantaneous power going into the sample is
T pH,Cos ot no ( -a, Sin not+b,Cos nwt)
Averaged over a cycle the loss is
12 g @H b;.

132



In other words it is proportional to the amplitude of the voltage at the
fundamental frequency out of phase with the drive current. Hence to

measure the loss we need to filter out higher harmonics.and pass only
the fundamental frequency. The loss is then given by the out of phase

signal in the search coil.

1.3. Voltage Level

It is important to have some idea of the voltage level involved.
Suppose flux is flowing out of a cylinder of radius r at a rate ¢(Figure
3.)

Fig. 3.
Flux perpendicular to the paper leaving a cylinder radially

From Faraday's law the surface field is given by 2ar E= ¢. The rate of
change in magnetisation is u,M=¢/ar? so E=t2ru M. A similar electric
field will be generated for samples of other shapes. For example if the
magnetisation remains constant to 0.1mT over a minute, the electric
field on the surface of a 10 micron particle must be less than 10"
volts per meter In larger samples the minimum detectable voltage level
will be larger in proportion to the size.

If the external field is changing we can find the electric field in a
similar way from the Bean model. For example if we take a cylinder
with full penetration of the field Faraday's law gives 2nr E=nr?B. Hence
E=2rB. If flux has not penetrated to the centre of the sample it is the
distane to the point where flux is stationary, the electric centre, which
is used instead of the radius.

Whatever the model the electric field in a coil close to the sample has
to be nearly equal to the electric field at the sample surface. The
voltage detected is then 2rrEn where n is the number of turns and r the
radius of the coil. This explains why inductive techniques explore
lower voltage levels than resistance measurements. The use of a coil
multiplies the EMF round the circumference by the number of turns
giving several orders of magnitude amplification.  For example if in a
susceptibility measurement a lock-in amplifier measures 10 nanovolts
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from a 1000 turn coil with a 1mm. radius the average electric field at
the surface is about 10° volts/meter.  (If coils are balanced to give
zero in the Meissner state are used the voltage gives the electric field
at the sample surface instead of at the search coil).

1.4. Flux Displacement

Finally in this section on general electromagnetism we should put
some figures to the amount of vortex movement that occurs. This is
important to know because experiments can be divided into the low
amplitude regime and the high amplitude regime. These are
distinguished by the amplitude of the flux line movement in comparison
with the distance required to build up a critical state, not the
amplitude of the field change in Tesla. Although the distance the
vortices move may appear to depend on the details of the vortex lattice,
it is in fact independent of the size of the vortices and can be found
from an essentially classical picture of lines of force. The quantised
vortices behave and move in exactly the same way as Faraday imagined
for his lines of force, or as would be drawn by a finite element
magnetic field package on a computer. The only effect of the
quantisation is to give a a fixed amount of flux to each line so that the
spacing is determined uniquely by the magnetic field, rather than being
merely proportional to it. We will therefore derive the result in two
ways, firstly using a vortex lattice picture and secondly purely
classical arguments.

2d 2d

— — —

0j0O 0O

(a) (b)

Fig. 4.
The flux displacement y for a rise in field b with no Pinning.

We take a slab of thickness 2d in a large external field B parallel to its
faces. We assume no pinnning so that the internal field is equal to B.
We then raise the external field by a small amount b. Flux enters the
sample to raise the internal field by the same amount. The fields are
shown in Fig.4a. If we look at the top surface of the slab we would see
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flux entering the slab by moving parallel to the x axis, as shown by the
arrows in Fig 4b. The distance moved by the vortices at the surface is
y, which is assumed much smaller than d. (A more rigorous treatment is
found in §5.1. We find the distance moved, by equating the flux entering
the sample in the two pictures. From Fig.4a the flux entering per unit
length is 2bd. From Fig.4b all the flux within y of the surface enters,
so the flux entering through the two surfaces is 2By. Since these must
give the same flux it follows that 2bd=2By or y=bd/B. For a uniform
increase in flux density the vortex displacement rises linearly from
zero at the electric centre, and in general for slab geometry dy/dx=-b/B.
A vector treatment is given in §5.1.

We can get the same result from the electric field. If B is
increasing at a rate B the electric field at _the surface is Bd. Since
E=Bv, where v is the flux line velocity, v=Bd/B. or dy/dt=(db/dt)d/b.
Hence for any small time interval y=bd/B This essentially classical
argument gives an upper limit for the vortex displacement which is true
for zero pinning. For a cylinder or sphere the displacement at the edge
is half that of a slab since the electric field at the circumference is
half that of a slab of thickness equal to the diameter. If pinning is
significant the distance to the point where the flux stops moving should
be used instead of the half width, as in calculating the electric field.

It is also possible to find the displacement directly from the search
coil voltage independently of any model. = We have an oscillating ripple
of amplitude b, balance the search coils in the superconducting state,
and calibrate the system by measuring the voltage in the normal state,
V.. Then in the superconducting state, when a voltage V is measured,
V/V, is the ratio of the flux entering to that which would enter in the
normal state. If the circumference is ¢ and the area A this is cBy/bA.
Hence y=(V/V,)(b/B)(A/c). A/c is the half width for a slab and half the
radius for spheres and cylinders. To take an example, if we can measure
10° of the calibration voltage in a sample of ten micron grains at an
amplitude of 1 millitesla in a field of 1Tesla the vortex displacement
we are detecting is 2.5x10"" meters. It can be seen that susceptibility
measurements can explore very small vortex displacements.

If the displacement is much less than the vortex spacing the
movement is linear and reversible, and the critical state model (see §2)
does not apply. The vortex displacement to build up a critical state is
sometimes called the interaction distance and varies with field and
sample. It can be measured experimentally from the force displacement
curve described below (Fig.11) but a typical value is about a quarter the
vortex spacing, in the region of 30 nanometers for typical fields. For
10 micron particles in a one Tesla field the upper limit to the
displacement if the field is changed by 1mT is 10 nm. which is too low
for the critical state model. If pinning is strong the relevant distance
is the distance to the electric centre and in general since the search
coil voltage is a direct measure of the flux entering the sample it also
gives a measurement of the amplitude of vortex movement at the
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sample surface which is model independent. The only uncertainty is the
need to know the effective sample size, which may be the grain size in
high T, materials rather than the sample size.

A final point of interest is that the vortex displacement gives a
clearer meaning to the vector potential A than in classical materials.
(See §5.1)

2. DC M ic M Techni
Let us look first at problems common to all types. These are
mainly concerned with temperature and field control. The field

distribution in the sample, and hence the magnetisation, is usually
calculated from the Bean model. In terms of flux lines this arises from
the fact that flux lines pushed into a sample experience a pinning force,
building up a flux density gradient, and when the external field is
reduced the pinning force acts in the opposite direction to prevent the
exit of flux.  This critical gradient in which the Lorentz force of the
current is just balanced by the pinning forces is called the ‘critical
state'. Figure 5a shows the field distribution after a large increase in
external field, and the effect of a small subsequent decrease. Since the
amount of flux coming out is proportional to the square of the change in
field the initial slope of the reverse magnetisation curve is perfectly
diamagnetic, (apart from the effects of reversible movement, §4.1).

It is therefore essential that there is no tendency to reverse the
direction of the flux movement in the sample. This would bring the
magnetisation down on the diamagnetic slope, which is very large, and
small overshoots in temperature or field can bring the magnetisation to
the opposite side of the hysteresis loop.

Figure 5b shows a typical magnetisation curve and the path taken when
the field reverses. The field change required to cross to the other side
of the hysteresis curve is approximately equal to the hysteresis and
may be only a millitesla in a background field of several Tesla.

->\/<jso
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Fig. 5.
A very small change in external conditions makes a large change in
magnetisation
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Smaller overshoots will put a surface layer in the reverse critical
state (Fig.5a) invalidating flux creep measurements until this layer has
been wiped out. The size of overshoot which can be tolerated is that
which keeps the flux movement at much less than a vortex spacing and
this can be estimated from the results above. Although magnet
controllers sometimes have a 'no overshoot' mode it is much rarer in
temperature controllers so that to plot things as a function of
temperature it is normally necessary to set a temperature well below
the current value and let the machine drift down, or up, to the required
value. This means that there is an inevitable temperature difference
between indicated temperature and sample temperature which will
depend on the nature of the sample. A technique has been developed to
find the relevant time constants during a temperature sweep by
imposing a ripple on the set temperature and measuring the amplitude
and phase of the resultant ripple in the magnetisation.(7)
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Fig. 6.
Showing how at the peak of a small amplitude ripple a swept field
gives a large signal in the search coils

It is found that sweeping the field while measuring the
susceptibility gives a very large signal which is difficult to interpret,
but the effect may also occur to a smaller extent when sweeping the
temperature, or when moving the sample through an inhomogeneous
field. This is easily explained by the Bean model, and is illustrated in
figure 6. In a steady external field the flux change due to the
oscillating field is confined to the surface and the susceptibility is
small (Fig.6a). In a swept field there are times near the peak of the
cycle when flux moves right to the centre of the sample. (Fig.6b)

During this section the hatched area of Fig.6b s filled with flux and a
large spike appears on the waveform. If the field sweep is

sufficiently fast that the external field never reverses direction the ac
signal corresponds to complete flux penetration and the sample appears
normal. (This only applies to the mixed state, in the Meissner state
below H., the system is linear and the susceptibility is not changed by a
swept field until vortices start to enter the sample).
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2.1. Moving Samples

Measurements of dc magnetisation divide into two classes. Those
in which the sample is moved and those in which it remains stationary.
This is a crucial difference if the sample is hysteretic because all
magnets are inhomogeneous and moving a sample can put it round a
hysteresis loop, leaving it at a magnetisation which bears little
relation to the magnetisation required. As shown in figure 5, if the
width of the hysteresis loop is 1 mT then a field change of 1mT is
sufficient to take the sample on to the return branch of the curve.
Cooling in low fields can even lead to an apparent paramagnetic moment.
This is caused by the need to move a sample into a region of quite
different field strength so that this flux density is trapped in the
sample when it returns to its original position (8). However nearly all
measurements which keep the sample stationary have great difficulty in
measuring the magnetisation of type Il superconductors. Over most of
the field range this is likely to be less than 10mT in external fields of
up 100T, so a resolution of 1 in 10* is needed. The high T. materials
pose particular problems in that an important part of the curve occurs
between 0.1 and 10 mT and the rest of the magnetisation curve extends
to over 100T. Few magnetometers can cope well with both régimes.

Perhaps the most popular magnetometer is a SQUID magnetometer.
It is very sensitive and convenient to use, but we have found a number
of problems when measuring hysteretic materials.  This is because in
the standard mode the sample is moved through 6 cms. to give a
complete response function in the SQUID coils. There is always a very
large drift in the SQUID signal so the software assumes a drift, and a
standard shaped curve, and delivers a magnetic moment . This works
well for the paramagnetic materials for which the system was
designed. However the magnet inhomogeneity is such that
measurements of hysteresis and the reversibility line require a much
smaller scan length. This means that only a small proportion of the
response curve is available, and since the magnetisation of the sample
may not be uniform along its length, the curve shape may be anomalous
and the software cannot cope. We have tried to get round this problem
by putting the sample in a small coil which provides enough field to go
round a small hysteresis loop, while the SQUID output is monitored
directly. The large drift means that sophisticated signal analysis is
needed to extract data and the results will be reported elsewhere in
these proceedings (9).

The main alternative to a SQUID is a vibrating sample
magnetometer which is slightly less sensitive, but has a much smaller
movement and is therefore less afflicted by the problems of a SQUID in
measuring hysteretic materials.

Although dc magnetometers are not ideal for hysteresis
measurements, they are essential for measuring the reversible
magnetisation and in particular for measuring B,,.
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2.2. Stationary Samples

Let us now look at techniques which do not involve sample
movement. In the past physicists have used thermal demagnetisation
and integration of the voltage round a coil on the sample as the sample
demagnetises.  Both require that the balance of the coils remain
reasonably constant. = Balancing search coils in a field is difficult
because the effective size and field distribution of the magnet changes
with field. The need with high T, materials to make samples very hot
to demagnetise them makes thermal demagnetisation unattractive. Both
work well when the magnetisation is large compared with the external
field, but in this régime other methods also work well. The challenge is
to measure hysteresis, or reversible magnetisation, of less than a
millitesla in an external field of over 10 Tesla and this will never be
easy.

Force methods have not been used very much in the study of
superconductors.  This because to create a force requires a field
gradient, and since the superconducting properties are very field
sensitive, a field gradient will make interpretation difficult. In a
Faraday balance the force is maximised by contouring the pole pieces to
give a maximum of VB2 which gives the maximum force in a linear
material.  If we are just looking for small amounts of magnetic
material such a system can be very sensitive, since the balance can
measure a microgram. The force is proportional to the field gradient
multiplied by the magnetic moment, so that if the magnetisation
decreases approximately linearly to zero at B_, the maximum force is at
half B,,

If we want to use the balance to measure a magnetisation curve
we need to ensure the field variation across the sample is small
compared with the applied field. This can be done by using a large
superconducting solenoid for the main field, and generating a force with
supplementary copper coils. Although we lose some sensitivity the
system compares favourably with other types. The sensitivity can be
increased by imposing a small oscillation on the coils and using a phase
sensitive detector. A Faraday balance should be a very good way of
measuring flux creep since it is not necessary to move the sample, and
the force due to the dc magnetisation can be backed off backed off
electronically.

Torque magnetometers have similar advantages. Here a constant
field is appied to the sample and the torque required to turn it in the
field is measured. There are three contributions to the torque in a
linear material. First there is the shape effect proportional to 2 and
the difference in demagnetising factors along the principal axes. For
fully penetrated superconductors the effective value of y2 is very small,
so this component is usually smallabove H,,. The second component is
the anisotropy torque which is proportional to to the difference in
susceptibilities along the crystal axes, and is important in anisotropic
materials such as layered superconductors. Finally there is the
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hysteresis torque due to the need to pull flux lines through the material.
The relative size of these last contributions depends on the change in
reversible magnetisation with angle, compared with the size of the
hysteretic magnetisation. = Torque magnetometry can not give the dc
magnetisation curve.

Since the geometry of these experiments is usually a disc turning
in a perpendicular field it is quite different from the conventional
picture of a flux gradient in a long cylinder, as the currents induced are

)
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External
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Fig. 7.
Typical coil systems for ac susceptibility measurements

perpendicular to those of the initial critical state. However it is likely
that all geometries behave in a similar manner and torque
magnetometers have been used with considerable success to measure

flux creep. (10,11)

3AC M isati

Many of the remarks applied to dc magnetisation apply also to ac
susceptibility measurements. The apparatus normally consists of a
drive coil to provide an oscillating magnetic field and two search coils
in opposition inside it. The drive coil should provide a uniform field at
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the sample position. Figure 7 is a schematic picture of a typical coil
system.

The sample is inserted in one coil and the coils are balanced precisely
with further compensation (active or passive) outside the cryostat.
Normally a simple variable inductance can be used with one coil sliding
in another. For sensitive measurements it will be necessary to
compensate for the out of phase component as well as the main
inductive signal. This can be done by one variable mutual inductance
coupled to another fixed one, to give a 180 degree phase shift. A simple
alternative is to slide a copper tube over the variable inductance coils.
(It is not a good idea to derive this signal by tapping off a resisitive
component of the drive circuit. This should be kept isolated from the
low level signal circuit.)

For further sensitivity a transformer boosts the voltage, and to reduce
mains pickup the compensating coils should divided in two and one
turned round through 180 degrees.

For thin films a planar geometry is more convenient, but it leads to a
variable field over the sample which makes quantitative conclusions
more difficult to draw. Details will be found in reference (12).

The balance may done either with the sample normal, or with it in the
Meissner state depending on the type of measurement. The coils are
mounted on a long rod, or probe, which can be lowered into a variable
temperature insert in a magnet. The limitations are random noise,
changes in balance with field or temperature, non-linearity from the
signal generator and any superconductors near the coils, and
temperature control. The effect of nonlinearity depends on the nature
of the compensating network. The search coil and compensating coil
should be kept as identical as possible so that the balance is
independent of frequency and harmonics are eliminated with the
fundamental. Different parameters are limiting in different regimes
and it is not possible to pick the best design for all purposes.

We look at two extremes.

3.1. High Amplitude

Much of the work on Type Il materials has been done on cast
samples at helium temperatures. Samples are large so signal strength
is not a problem. Large amplitudes are needed to drive the currents to
the centre, so non linearity due to interaction with the magnet, or
amplifier distortion, and heating of the drive coils are the main
limitation. ~ Use of a superconducting drive coil helps in keeping things
cool, but adds to the nonlinearity. Relatively large probes are needed so
there are large temperature lags and gradients if measurements are not
made in a liquid cryogen. Also capacitative effects make high frequency
operation difficult. Since balancing is usually done in the
superconducting state the balance varies with sample so that there is
little point in trying to achieve accurate compensation in the probe
itself. (2,13,14)
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3.2. High Sensitivity

The opposite approach is exemplified in a design by Cooper (15)
for small single crystals at low amplitudes. In this design the search
coils are outside the drive coils so that changes in their dimensions do
not affect the balance. The drive coils are wound on quartz tubes to
minimise thermal contraction and the pairs of coils are mounted side by
side rather than axially since temperature gradients are less in this
direction. Since the drive coils can be layer wound they can be made
very accurately identical. This probe remains well balanced on cooling
from room temperature to 4.2K and no outside compensation is needed.

3.3. Moving Samples

Commercial instruments frerquently use a system in which the
sample probe contains neither thermometer nor search coils, but is a
simple tube. The sample is then moved between the search coils. This
has the disadvantage that the coils are very poorly coupled to the
specimen has but several advantages. The search coils are kept in the
constant temperature environment so that the balance does not change
with sample temperature, and the problem of out of balance signals
almost disappears.

A second major advantage is that the phase can be set accurately by
balancing without the sample and then inserting the sample at zero
field. Setting the phase correctly to measure losses in the presence of
the inevitable background signal is difficult if the sample cannot be
moved. The background signal may be of any phase and to cancel it out
we must raise the sample above T.. if the sample cannot be moved.
However on cooling the phase of the background may not be the same as
when it was balanced out. If there is a large diamagnetic signal a
small inaccuracy in setting the phase will produce an apparent loss
from the component of this which is sampled. It is a good idea to look
for losses in two experiments. For large penetrations the coils should
be balanced with no sample, while for small penetrations it should be
balanced in the Meissner state. Oscillating the sample slowly up and
down and using a second lock-in makes this type of susceptometer even
more sensitive.

Under this heading we can put accoustic resonance techniques
using a vibrating reed shaped sample, or a sample stuck to a vibrating
spring (15,16). It should make no difference whether we move the
sample or move the external field. Therefore these measurements
measure the same thing as ac susceptometers although they tend to
impose a fixed displacement rather than a fixed force on the vortex
lattice. It is not yet clear whether they can cover a different regime or
can be made more sensitive, but the geometry makes the results much
more difficult to analyse.

3.4. Calibration

One of the problems in turning magnetisation into useful results is
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the calibration of the system. This is closely connected with the
proportion of superconductor in the sample and is dealt with in some
detail by Blunt et. al. (17). With conventional superconductors this was
usually done by assuming the initial slope of the magnetisation curve to
be unity. In ac measurements this is equivalent to taking the difference
in signal between the normal and Meissner states to calibrate the
system.

In high T, materials this can cause problems. In a sintered sample
the initial slope should correspond to the sample size. This requires
that the amplitude should be such that currents do not exceed the
intergrain critical current. When new materials appear they are of poor
quality and the intergrain current may be very small. We have found an
amplitude of less than 1uT is needed to get the full response from a
cylinder of doped YBCO. (17)

In practice many magnetic measurements are carried out on
powders or at fields which decouple the current between grains. We
have made measurements on samples with diluted powder at increasing
densities. It was found that for ground YBCO a demagnetising factor
of 1.5, (i.e. a sphere), works well and up to 66% volume fraction (close
random packing) the Lorenz correction gives a good fit to the calibration
curve. The expression is y=-3f/(2+f) where f is the volume fraction of
superconductor. However decoupled grains in a sintered ceramic are
denser than this and the magnetic response of such a system is difficult
to model. It is usually bettter to use the weight of the sample and the
density to get the volume of superconductor. For large penetrations the
shape is not important.

3.5. The Superconducting Fraction

The response at low fields has often been used to assess the
proportion of superconducting phases present. However the proportion
of diamagnetism is very much influenced by two other factors. Firstly
the decoupled grains look like spheres so that they appear to be 150%
diamagnetic if large and reasonably well spaced. Counteracting this is
the effect of a penetration depth comparable with the particle size
which reduces the diamagnetism.

A low diamagnetic signal is usually interpreted as showing a
small percentage of superconductor, but we believe this is more often
caused by the combination of a large penetration depth and a small
particle size. It is surprisingly difficult to find an experimental test
which can distinguish between the two interpretations of imperfect ac
diamagnetism. However it should be remembered that to show up as a
diamagnetic phase mixed with a normal phase the scale of the
microstructure must be larger than the penetration depth. Phase
separation on this scale should be visible in a microscope and,if the
diamagnetic signal is not too small, should be detectable by X rays.
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It has sometimes been suggested that the field cooled
magnetisation gives a measure of the proportion of superconductor.
This is quite wrong. The magnetic moment on cooling in a field is a
complex combination of the rate of change of J, and H_, with
temperature. (18). When combined with magnet inhomogeneity it is even
possible to get an apparent paramagnetic moment (8). This is caused by
movement into a higher field region which traps flux on returning to the
original position. It is difficult to see anything useful which has come
out of field cooled measurements.

The calibration difficulty is part of a larger problem which is that
if the material is subdivided it is very difficult to find out the size
scale on which currents are flowing, and hence to get values for J.. The
ideal answer would be to break up the specimen into smaller pieces but
small powders are difficult to handle and size, and the process can alter
the material. The size scale is considered again below (see §4.2).

4. Treatment of Results

Whatever method is used the end result is a voltage proportional
to the magnetisation of the sample. This can come from a minor
hysteresis loop in a dc curve, but since the ac methods are more
sensitive we concentrate on them. An interesting comparison of the
techniques to be described is in reference (14).

There are three things we can do with this voltage. The first is
to filter out harmonics and look at the real and imaginary parts. With a
model assuming the parameters of the superconductor we can predict
the results and adjust the parameters to fit the experiments. By
filtering we improve signal to noise ratio and so long as the
superconductor conforms to the model the parameters are useful
measures(4,5). However the algebra is complex so if the
superconductor does not behave as expected this may not be picked up in
the analysis.

A second method was proposed by Bean (19) which is to measure
the third harmonic of the signal. The big attraction of this is that
almost nothing except a superconductor produces a third harmonic so
that balancing coils are redundant, and even a search coil is not
necessary since the third harmonic in the drive coil can be picked out
from the much larger fundamental. The disadvantage is again that a
simple model must be assumed to predict the third harmonic and it is
difficult to cope with materials which do not obey the Bean model with
constant J.

4.1. Total Flux Measurements

The other main technique is to measure the total flux put into the
sample by the ac signal.(20,2) This can be done conveniently using a
phase sensitive detectorwhich inverts the signal every half cycle and
averages the resultant voltage. Figure 8 shows a typical wave form
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which would be generated by the Bean model, and the effect of inverting

the signal by a phase sensitive detector set to pick up the in phase

signal.

The output voltage is directly connected to the flux in the sample.
V=[do/dt = ¢(m)-6(0).
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Fig. 8.
The voltage wave form with one half period inverted by the PSD

If the phase is set for maximum signal the lock-in signal is
proportional to the difference in the flux in the sample at the maximum
and minimum fields of the cycle, and at intermediate phases we get the
flux- at other points in the cycle. It is possible to trace out the complete
hysteresis loop at constant amplitude by stepping the phase from 0 to
2n. (21).

An alternative technique is to record the complete wave form and
integrate it numerically to get the flux at all points in the cycle 13).
This generates a very large amount of information and it is frequently
found that there are complexities which are difficult to explain. For
example any model based on the critical state must give zero voltage at
0 and ©, which are the extremes of the drive field cycle. However it is
often found that the waveform is shifted in phase and that there is a
finite voltage at these points which cannot be satisfactorily explained
by flux creep.

The main advantage of measuring the flux is that is closely
related to the physical model of the superconductor. For example if the
material is inhomogeneous we can use it to measure the flux profile in
a sample, that is to say the variation of B, and hence J., as function of
depth from the surface

Figure 9a shows the field distribution if the surface layer has very
high pinning. If we assume J, is independent of B, which is accurate if
we are imposing a small ripple on a large external field, then increasing
the ampltiitude by 8b increase the flux by 3¢=x8b where x is the
penetration of the signal into the sample. Hence by plotting the
derivative of the signal with respect to amplitude, d¢/db, against the
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Fig. 9.
a) The change in flux for a sample in which J_ varies only with position
b)The change in flux for a sample in which J, varies only with field.

amplitude we get a plot of the flux profile in the sample. (This
expression can be easily modified for cylindrical geometry.)

The distance scale is calibrated by measuring the signal in the normal
state, when the penetration is the sample halfwidth.

A different situation arises if the current density varies rapidly with
field, but the sample is homogeneous (Fig.9b). This is likely to arise at
very low or zero external field. Now there is a unique critical state
profile given by the solution of dB/dx=up J.(B). Suppose we have no
external field and the amplitude of the ac field is b. If we raise the
amplitude by 8b the new profile is found by moving this universal curve
into the sample until the value of b at the surface matches the external
value. The extra flux is 8¢=bdx=bdb(dx/db)=béb/(upn J.(b)). Hence the
derivative now gives us J, as a function b, but again it also gives the
penetration for a value of J. averaged over the amplitude b.

In fact for almost any reasonable decay of the field with
distance the value of 3¢/db will give an estimate of the penetration of
the field into the sample, so that it is always a useful quantity to plot.
Figure 10 shows a number of possible results.

Figure 10a shows a typical plot in a conventional superconductor in
a large applied field. At low amplitudes the response is linear, leading
to an apparent penetration L', independent of amplitude. (This is not the
result of a finite London penetration depth, since the coils are balanced
in the Meissner state so all penetrations start from A inside the
surface). This linear response is due to the reversible movement of
flux lines in their potential wells and makes the superconductor appear
like a London type superconductor with a large penetration depth which
depends on the pinning. It is the cause of the broadening of the
inductive transition in homogeneous materials at high fields. At larger
amplitudes we get the linear gradient of the critical state, until the
flux reaches the centre and the plot goes vertical since flux can
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penetrate no further. The signal here should be equal to that in the

normal state.

Figure 10b shows a plot for a cast sample of A15 superconductor.
Chevrell phases often give a similar plot. If not very carefully
prepared these materials show many of the granular properties of high
T. materials. However the plot shows a marked contrast to 10c which

is for a sintered high T, material.

Amplitude
Amplitude

xl

oA 1 0 1
Penetration Penetration

(a) (b)

Amplitude
Amplitude

< I

\

K V| ¥

0 1 0 B 1
Penetration Penetration

(©) (d)

Fig. 10.
Some typical graphs of d¢/db

In Fig.10b the large penetration in the limit of zero amplitude
suggests that a significant volume fraction of the material is normal.
There is some difficulty in understanding this type of curve but the
continuous transition to full penetration could be produced by decoupled
grains with the best material in the centre.  This is liksly to be caused
by segregation during solidification leading to a smooth random
variation of J_. through the material.

Figure 10c shows a typical plot for a high T, material in zero field.
The flux penetrates linearly but stops penetrating well before the
centre.  This is because we are measuring B, and although currents have
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reached the centre the diamagnetic grains exclude most of the flux. The
effective permeability is given by the position of the vertical line, i.e if
for example it is at 0.7 of the fully penetrated position in slab geometry
the effective permeability defined in §1 is u=0.7. By going to higher
amplitudes, or higher external fields, we can plot the penetration into
the grains as well. However there is always a very clear discontinuity,
indicating a sharp distinction between grain boundary and bulk material.
This is the clearest evidence of the sort of granularity that occurs in
mixed oxides and is in marked contrast to the fuzzy transition to full
penetration which is seen in poorly prepared metals and Chevrell

phases.
Figure 10d shows the type of curve often obtained with sintered
material in zero external field. The high gradient at low amplitudes

might have been attributed to a surface barrier were it not for the 'nose'
at full penetration. This 'nose' is the rapid increase in penetration as
the steep flux fronts approaching from opposite sides of the sample
meet in the middle meet, and it also occurs in susceptibility
measurements (4).

Finally, in circumstances in which J. is constant, we can get the
full force displacement curve of the flux lines by plotting b db/ds
against s, where b is the ripple amplitude and s the signal. The
derivation will be found in reference (2). The shape is typical of many
hysteretic systems such as domains in permanent magnets and plastic
flow of dislocations. At low displacements the response is linear and
reversible. The effect is like that of a large London penetration depth
as discussed in above The depth depends on the pinning and is
proportional to the initial slope of this graph. At larger displacements
we start to unpin flux lines and we get hysteresis. Beyond a certain
distance, sometimes called the interaction distance, the full critical
state is built up and we get a frictional resistance to flux motion with
a force BJ.. It is this interaction distance, or maximum reversible
displacement, which determines whether susceptibility measurements
are in the high amplitude or low amplitude regime.
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Fig. 11.
A Typical Force Displacement Curve. The linear slope gives A' and the
interaction distance is where irreversibility becomes important.
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There are a number of problems in using these techniques in high
T. materials. Simple expressions are only obtained for large slabs and
cylinders. If the particles are small compared with A' it becomes
necessary to fit parameters, although qualitative conclusions can still
be drawn. The effect of having roughly spherical particles smooths out
the curves and has not been considered in any detail. Finally there is an
unknown length scale on which the currents flow which comes into all
the formulae and which is normaly taken to be the grain size.

AC susceptibility measurements can be used to measure H, and
are much more sensitive than looking for deviations from the straight
line on a magnetisation curve. Loss and penetration increase rapidly
when either the amplitude or the external field exceed H,, However the
transition is never sharp since there is always some penetration into
asperities and surface barriers can delay the entry. In powders small
particle sizes increase the apparent H, so there are always problems in
getting an accurate value.

4.2. Thin films

It is conventional to show the critical state as a flux gradient.
However in materials with a demagnetising factor close to one the
flux density is equal to the applied field and the driving force comes
from a curvature of flux lines. Thermodynamics tells us that the
driving force is still BxJ and the critical state equations still apply.
There is no problem in finding the magnetisation for complete
penetration, we just put a uniform current density J. in a sheet and
work out the magnetic moment. However the progress of the critical
state from the edge to the centre is not straightforward and involves
penetration from the flat faces rather than the edges. Numerical
solutions have been published recently (22).

In thin films penetration from the flat faces has little meaning and
on the scale of the vortices it is difficult to see how flux creep can
occur if the vortex density remains constant. In spite of these
conceptual difficulties, and the lack of experimental comparison
between the critical state model in samples with large and small
demagnetising effects, the fact that no major anomalies have been seen
suggests that these worries are of mainly academic interest.

In a recent paper Angadi et. al. (23) have shown that in a sample
of large demagnetising factor a unique length scale can be extracted.
This technique could prove very useful in determining the granularity of
materials. By measuring the slope of a minor hysteresis loop in a
magnetisation experiment, or the susceptibility at low ampltudes, we
can measure the demagnetising factor, and hence the ratio of diameter
to thickness of the independent current carrying regions.

Since many measurements are made on thin films it is also
important to consider the effect of putting the film at an angle to the
field. In a superconductor E=Bxv so that the electric field is
perpendicular to the magnetic field.  This is not necessarily true in a
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normal conductor. For example a copper cylinder placed at an angle to
an applied field will have currents generated with a component parallel
to the field, so if we use a superconducting cylinder we must also get
currents parallel to the field. The flux lines build up a force free
configuration of helices and will try to cut each other. There is no
satisfactory model for predicting longitudinal current flows in bulk
samples and therefore we do not expect to explain the magnetisation of
samples at an angle to the applied field until we can explain
longitudinal currents.

However in thin films there is probably not enough room to generate
any kind of force free configuration and we can model it with a flat
mesh of thin filaments each with a critical current i;. At full
penetration all wires are carrying this current so the current
distribution and magnetic moment are the same as if the field had been
applied normal to the film. However the direction of the moment is
perpendicular to the film. Now the magnetisation in a perfectly
parallel field is J, times the film thickness, while in a perpendicular
field it is J, times the film width which is hundreds of times larger.
Thus measurements made in a field not exactly parallel to the film are
essentially the perpendicular magnetisation multiplied by the sine of
the misorientation angle. Only if the misalignment is less than the
film thickness divided by the width will the parallel moment be greater
than the component of the perpendicular moment. One way round this
problem is to cut the film into narrow strips before making
measurements but this technique does not seem to have been tried.

S. Shape Effects in the Li Regi

5.1. The Generalised London Equation

The most physical picture of the behaviour of flux lines in
superconductors is to express forces in terms of the displacement of
the flux lines, y. Since a displacement along a flux line has no meaning,
y is perpendicular to the local flux density B. The flux displacement
can be directly related to the vector potential A. as follows (24).

Suppose the flux moves a small distance 3y in a time dt.

Then:- curlA =B =-curlE=-curl(Bxy ).
Hence A=-Bxy
and for small changes:-
8A=-BX8V

Thus the vector potential is directly related to the displacement
of flux lines, which explains why it is also closely connected with the
phase of the order parameter. We consider a material in a uniform
applied field B,. We then impose a small change b. Displacements and
the vector potential are measured as changes from this starting point.
Since all displacements are assumed small on the scale of the sample:-

A=-B,xy.
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Two cases follow. We can assume the force is a general function
of yand y. This leads to a modification of the critical state model.
However in this work we assume that the vortex displacement is
much less than the vortex spacing so the problem becomes linear. We
then assume a harmonic oscillation so that d/dt=-io. The response can
be written as a function of frequency, multiplied by the driving force.
y=f(ion)BxJ.

Then  A=-B xy=-f(i0)BoxX(BoxJ)=-f(i0)(B¢.Bo)d+(iw)(Bo.J)B,.

We consider only situations in which the current is perpendicular
to B 5 5
Then A=-B_f(in)d=-Bf(io)CurlCurl(A)/p,.

That is A=A> CurlA where A>=-B>f(iw)/j,. )

This equation has exactly the same form as the London equations
except that the effective penetration depth A, is coméalex and a function
of frequency. The effective penetration depth is B(,f(iw)/)/2- This
equation also has the same form as the equation for penetration of
microwaves into a superconductor and for the skin effect in a normal
metal. We can therefore use solutions calculated for these phenomena
to derive the magnetisation of a superconductor provided the force on
the flux lines is a linear function of their displacement and speed.

5.2. Susceptibility of Ellipsoids

We can now write down the susceptibility of spheres and cylinders
by using the the susceptibility worked out for a London superconductor.
i.e. if the field in a thick slab decays from the surface as exp(-x/A,) we
can immediately write down the moment per unit volume in a field Hq:-

For a Slab of half width a -HgTanh(a/i,)

For a Longitudinal Cylinder radius a -Hglq (a/r.)/1g(al/i,)

For a transverse cylinder -2Ho ((2A/a)lq (a/r,)/1g(al/r,)-1)
For a Sphere of radius a -(3/2)Ho(1-(31,/a) Coth(a/r,) +3k§/a2 )

Since the equation is the same as the eddy current equation we can
make use of classical eddy current calculations for more complex
shapes. The effective London penetration depth is i5 where § is the
classical skin depth.

We have established that for a linear response of the flux lines the
London equations are obeyed so that we can deal with spheres and
cylinders as easily as slabs. This is important as most high T,
.superconductors consist of grains for which the best approximation is a
sphere.



6.The Li R F . i the R ibility Li
6.1. The Effective Penetration Depth

We now consider the form of f(iw). There are four linear forces on
vortices. First there is the restoring force proportional to the
displacement which depends on the potential well curvature.  Secondly
there is the viscous drag which the vortex experiences as it moves in
the well. This depends on the flux flow resistivity. These have been
combined by Coffey and Clem (25). Thirdly there is the Magnus force
which gives rise to a small Hall effect and will be ignored. (2)

The fourth effect is the thermal activation of vortices which
leads to the observed resistivity, as opposed to the flux flow
resistivity calculated by Bardeen and Stephen.(26) This has been
combined with the linear restoring force by Kes (27). A complete
description of the reversibility line needs both resistivities, although
it should be said that when the numbers are inserted most practical
situations are dominated by one or other of the resistivities. Flux flow
resistivity is dominant at low temperatures and high frequencies while
linear thermal activation is dominant at high temperatures and low
frequencies. Both regimes are different from that dealt with by Takacs
and Gomoéry (28) who were using amplitudes comparable to the applied
fields so that vortex displacements were large, and a modification of
the critical state model was needed.

We first consider the elastic displacement of the flux lines y,.
The equation of motion is:-

BXJ:‘aye’nlye
where a is the force constant of the potential well and n{ the viscous
drag on the flux lines.
Hence Ye= BxJ/(-a+iomy).

Thermal activation of vortices out of wells leads to a plastic
deformation, y,. The equation of motio_n is:-

BxJ=-nyy,
Hence Yp=BxJ/ions.

The total deformation is the sum of the plastic and elastic
deformation. This was the assumption used by Kes and it is standard
procedure in the theory of plastic flow in solids. It leads to a slight
problem here in that the vortices cannot take part simultaneously in
thermal hopping and an elastic oscillation. To take this into account
requires a more detailed model so we assume that only a small
proportion of the time is spent in the hopping process. This is true until
the resistivity is close to that of the normal state.

With this assumption the total displacement is:-
Y=Ye+Yp=BxJ{(1/(-a+ion;)+1/ions)}.

We see this fulfils the condition that the force on the flux lines is
a function of the displacement and ®, so that the London equations are
obeyed and from equation (1) the effective penetration depth is:-

A2=-B2/p {(1/(-a+ion,)+1/ion,)}.
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For clarity we write this in terms of three lengths. x'=\j B%/u o,
the pinning penetration depth, 81=B\[ 2/u;n;co, the skin depth based on
the flux flow resistivity, and 82=B\/ 2/u m,m,the skin depth based on the
observed resistivity which includes flux creep.

The final result is:-

e L&
12 9

1.2 512

The best way to use this expression is to measure the
susceptibility as a function of frequency and to adjust the parameters
so that the expression gives the best fit to the experimental results..
However most experimental data involves measuring x as a function of
B or T. To fit this type of experiment needs a large number of
assumptions on how the superconducting parameters vary with T/T,
and B. However by fitting typical variations of resistance, resistivity,
and A' in the mid temperature range we can reproduce the features of
the reversibilty line.
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Three typical computed plots of the inductive transition
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6.2. Plotting the Revesibility Line

Figure 12a is for a sample large compared with A' at 400 Hz.so that at
low temperatures it is perfectly diamagnetic and over most of the range
the skin depth is larger than the sample size. However a low activation
energy is assumed so that above about half Tc the material is
completely reversible due to rapid flux creep. The inductive transition
is narrow, it occurs at about half the critical temperature, which is
where the skin depth is comparable to the sample size, and the loss
peak is about half of the inductive change.

Figure 12b shows what happens if we reduce the pinning, or particle
size, so that A' is comparable to it. The transition occurs at the same
temperature, but the inductive component is broadened and goes to a
value less than perfect diamagnetism at low temperatures.

Figure 12c shows the effect of increasing the frequency to a megahertz.
The low temperature diamagnetism is not changed except for a rise at
very low temperatures. This is due to the assumption that the normal
state resistivity continues to reduce linearly at low temperatures
which cannot be true to absolute zero. The flux flow viscosity has

little effect in the sample size assumed, 10 microns. However the
transition is shifted to much higher temperatures because it occurs
when then skin depth is comparable to the sample size. This means
that both higher frequencies and larger grain sizes will move the peak
of the loss curve to higher fields and temperatures. If the reversibility
line is derived from dc magnetisation experiments it will be similarly
shifted by an increase in grain size and this is an inevitable result of
the critical state model.  Since ac measurements of loss and hysteresis
are much more sensitive than dc measurements the best definition of
the reversibility line is the the peak of the loss curve as a function of
frequency, extrapolated to zero frequency.
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INTRODUCTION

Among the most informative and facile methods for investigations of a
superconductor are measurements of its static magnetization. The objective of this paper
is to analyze some experimental features frequently observed in static (dc) magnetization
studies of conventional and high-T, superconductors. We shall discuss investigations
employing measurement protocols in which the sample is cooled through the
superconductive transition temperature in a finite magnetic field ("field-cooled") and
compare this with zero-field-cooled studies. Also considered are reversible and irreversible
materials; particle size effects; some effects of granular and multiply-connected materials;
penetration depth studies of type II materials in the vortex state; and fine scale "multi-
connected" materials formed by heavy ion irradiation that produces very significant
enhancements of the critical current density J, in the high temperature superconductor
Y;Ba,Cu30;. Many of these superconductors are "non-ideal" in that they may contain
defects and inhomogeneities or may have small dimensions comparable with microscopic
superconductive lengths.  Practically speaking, however, such materials are often
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encountered experimentally and can have very desirable physical properties, such as the high
J, values that developed in the ion-irradiated crystal. In the following, we assume that the
reader is familiar with the fundamentals of superconductivity, which are thoroughly treated
in many sources. 1

While static magnetization measurements are quite useful, formidable problems of
interpretation arise in studies of superconductors where the geometry is unknown and may
be "irregular”, e.g. very finely divided or multiply-connected. The difficulty is that the
measured magnetic moment m of a superconductor arises from a distribution of volume and
surface current densities J(r), with

m = 1/2c) §{dV [r x J()]. (1)

In the case of an inhomogeneous material with unknown geometry and volume, a sole
measurement of its bulk moment provides information that is useful but also limited, since
it is clearly not possible to reconstruct the distribution of currents J(r) from its integral.

I. EXPERIMENTAL METHODS FOR DC STUDIES

Most experimental methods used in static "magnetization" studies actually measure
the magnetic moment "m" of a specimen via its associated field or the magnetic force on
it. The most popular systems currently in use are the vibrating sample magnetometer
(VSM) and the SQUID magnetometer, with some usage of force and torque magnetometers.
Previously, induction methods with detection using a ballistic galvanometer, etc., were
widely employed.

Sources of external magnetizing field Happ include magnets with continuously
supplied currents flowing in nonsuperconducting coils (copper windings, Bitter solenoids,
iron electromagnets, etc.) or in superconducting solenoids operated either with continuously
supplied current or in a persistent mode. Implicit in the idea of static magnetization studies
is that the sample experiences a magnetic field that is constant in time. However, most
measurement methods entail some movement of the sample, in order to change its flux
coupling to a measuring coil system and associated electronics. The motion is the order of
1 mm for a VSM and 10-50 mm for commercial SQUID-based instruments. Due to the
spatial inhomogeneity inherent in all practical magnets, sample movement inevitably entails
some temporal variation of Hypp- The deleterious influence of this field excursion is most
severe in two cases: (1) in higg fields where the absolute variation of H,lpp is largest and
(2) in fields that are nominally very low, so that residual field variations may constitute a
large fraction of the total field. Each of these problems is exacerbated by sample
geometries that tend to magnify changes in external field: thin film and "flat" geometries
with large demagnetization factors are worst in this regard. Recent experience has shown
that, without considerable care, widely used commercial instruments and others can generate
field variations that are unacceptably large for study of irreversible superconductors.

Many external perturbations can produce large fractional changes in H, when it
is small. At levels near 1 Oe, these obviously include the earth’s field. E)ptherS are
magnetized construction materials such as structural and reinforcing steel in the building,
welded "non-magnetic” stainless steel in cryogenic vessels; superconducting solders
including at least one superconducting silver brazing alloy.5 In the case of the increasingly
popular SQUID-based magnetometers with superconducting magnets that remain in liquid
helium for long periods (weeks to years), trapped flux in the magnet can generate fields that
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are inhomogeneous with non-axial components, according to indirect evidence from our
laboratory. These small fields persist after deliberately quenching the superconducting
magnet, using a scheme designed to eliminate most trapped flux. Other systems that use
superconductive magnets are subject to these same problems, of course, but in more
conventional usage, the magnets tend to be warmed above their respective T, values fairly
often, thus minimizing the problems of trapped fields. As mentioned, all of these effects
are accentuated when the sample geometry is very oblate (e.g., thin films or plate-like
crystals with Hyp, perpendicular to the surface).

Some of these considerations are obvious while others are less so. Considerable
caution is appropriate when conducting and interpreting experiments that depend critically
on a static field history to insure that the field on the sample actually remains stationary in
time. Finally, it is encouraging that commercial equipment manufacturers are issuing
technical application notes to users as various problems come to surface. All users of
commercial instruments should review this information very carefully.

In general, electromagnetic units are used in this manuscript. Thus the magnetizing
field H is measured in Oersted, which in free space is numerically equal to the flux density
B that has units of Gauss, i.e., 1 Oe = 1 G in a vacuum. The unit of magnetic moment
m is G-cm3; we believe that it is most convenient and clear to identify the nebulous "emu"
directly and solely with magnetic moment, so that 1 "emu" is 1 G- -cm3. Then the
magnetization M = (sample moment)/(sample volume) has units of G. Finally, the volume
susceptibility x = (dM/dH) formally has units of G/Oe and is dimensionless. As is
discussed below, one has in these units that x = -1/(4x) for an ideal, completely
diamagnetic body in which the flux density B = 0 everywhere. Consequently it is
frequently convenient to reference the susceptibility of a superconductor to this ideal
behavior and use the quantity 4ry which has a limiting value of -1. This we refer to as the
"normalized susceptibility." It is not a ratio that is referenced to some limiting value, e.g.,
x(T)/x(T=4.2K); in general, this latter practice is unfortunate, unless the reference value
is stated explicitly.

Many methods and standards can be used to calibrate instrumental sensitivity. One
convenient arrangement is the use of well-annealed, high-purity, relatively reversible
spheres, one of Ni and one of Nb. In fields H = 10 kOe (= 1 Tesla), the ferromagnetic
Ni sphere has a saturation magnetic moment that varies only weakly with field and
temperature for T ~ 295 K. Under these conditions, the magnetic moment of a Ni sphere
of 1 mm diameter is 0.256 G-cm3. On the other hand, the low field magnetization of the
superconducting Nb sphere provides a susceptibility standard that is temperature 1ndependent
near 4 2 K. Such a sphere, 1 mm diameter, develops a diamagnetic moment of -0.625x1073
G-cm? in an applied field of 10 Oe. Together, these two standards allow independent
confirmation of the calibrations for field and for magnetic moment.

IIl. SUPERCONDUCTORS IN SMALL MAGNETIC FIELDS (Hyg < Hy)
A. Meissner Effect

The Meissner Effect, discovered by Meissner and Ochsenfeld® in 1933, occurs when
a superconductor spontaneously expels a static magnetic field from its interior, upon cooling
through T,. As emphasized by Hein,” the Meissner Effect is not amenable to measurement

by ac methods, but rather by measurement of the static magnetic moment. To observe this
phenomenon requires that magnetic flux move freely from the interior of a sample to its
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surface. Consequently, full flux expulsion is obtained only in materials with a low density
of defects that inhibit motion of magnetic flux, a condition obtainable (with effort) in most
elemental superconductors, but only with great difficulty in high-T, cupric-oxide-based
materials, for example.

Shown in Fig. 1a are results of a low field, vibrating sample magnetometry study
on a high purity niobium sphere, sample Nb-A, plotted versus temperature for field-cooling
(FC) in an applied field Hy,, = 11 Oe. Shown vertically is the normalized quantity
47M/H g4 (=4xy, since we have M o« H), where Hg, defined below in Eq. 3, is the
effective field, corrected for demagnetizing effects. Also shown is the response following
zero-field-cooling (ZFC) to T < T, after which Hypp = 11 Oe was applied. The two
curves are identical (except for a small offset for clarity), demonstrating that this sample is
highly reversible magnetically. Furthermore, the magnetization corresponds to having B

off T 47M = 0 in the interior, so that

M = (-1/47) Heg, )
where Hegr = Hyppp, - 47DM 3)

and D = 1/3 is the demagnetizing factor for a sphere. Magnetic reversibility in Nb-A
sphere (4 mm diameter) was obtained after careful annealing and carbon removal by high
temperature heat treatment in a controlled atmosphere, followed by a lower temperature
surface oxidation! in air at 500 °C to eliminate pinning by surface defects.

These "textbook" results can be compared with an identical study in Fig. 1b on
another Nb sample, sphere Nb-B. This second, high-purity sphere with similar diameter
did not receive the surface oxidation treatment. As expected, its ZFC response was the
same as that of Nb-A, since a magnetic moment was induced in each case by application
of field while the sample was superconductive. In contrast, the FC responses were
completely different, with no measurable expulsion of flux for sample Nb-B, as a
consequence of vortices being pinned by defects. With weaker pinning and/or a lower
density of defects, the fraction of flux expulsion can vary between zero and one (100%).
These "well-known" results are presented as a stark counter-example to some reports in
high-temperature superconductivity (HTSC), where on occasion the quantity (-4aM/H,gp)
is equated to the volume fraction of superconductive material in a sample. The above
results for the comparatively simple case of solid Nb demonstrate that considerable care is
required when interpreting dc magnetization results. In the studies just cited, the FC
measurements giving -47M/H,¢ = 1 in fact coincide with the true superconducting volume
fraction (100%) of Nb-A, but this feature is hardly universal, as seen for sample Nb-B.
Perhaps the strongest statement that can be made at this point is that a complete Meissner
expulsion of flux is a sufficient but not necessary condition for the presence of bulk
superconductivity.

B._ Meissner Effect with Small Particles

Standard London theory for superconductivityl’3 provides for a bulk Meissner Effect,
via the differential equation

¥B = (1/\)B. @)

Its solution in simple geometries gives B = B, exp(-x/\), where By is the flux density
parallel to the surface of the superconductor and x is the depth w1th1n the superconductor
Here A\(T) is the London magnetic penetration depth, given by 1/32 D = 47e? ns(T)/m c?
with ng and m"* the density and effective mass of superconducting charge carriers,
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Fig. 1. The susceptibility 4wx = 47M/H, g, normalized to equal -1 for an
ideally diamagnetic body, versus temperature T for two high purity Nb
spheres. The Meissner Effect was detected by field cooled (FC)
measurements (dashed lines) in 11 Oe applied field. Zero field cooling
(ZFC) measurements (solid lines) detected induced shielding currents. (a)
The low pinning, “"defect-free" sphere exhibited a complete Meissner
expulsion of flux, while (b) the sphere with strong pinning expelled no flux.
The ZFC shielding signals were identical, however.

respectively. Loosely speaking, the superconductor is penetrated by the field to a depth A,
which for T < < T, is the order of 102 A for conventional materials and 10> - 10* A or

greater for HTSC’s.

Because of near-surface field penetration, the observed expulsion and shielding of
magnetic field is less than perfect, even for samples that are uniformly superconductive.
This point is illustrated in Fig. 2, a plot of normalized magnetization 47M/ (3Happ/2) versus
reduced temperature t = T/T for the material Y;Ba,Cu30;. In this case, fine particles of
the HTSC were produced by high temperature pyrolysis11 of aerosols containing
stoichiometric ratios of Y, Ba, and Cu cations in nitrate solutions. Pyrolysis near 950 °C
in flowing O, carrier gas produced fine, mostly monocrystalline particles of Y;Ba,Cu304
that were superconductive as produced, with a magnetic onset T, = 91 K. Scanning
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Fig. 2. Normalized magnetization vs temperature for assembly of small
Y;Ba,Cu;30; particles, with FC (a) and ZFC (v) data. Lines show
modeling using London formulation for spheres, with three forms for the
temperature dependence of the penetration depth A(T); see text. The small
response (~0.02) shows that the microscopic particles were nearly
transparent to the 10 Oe field.

electron microscopy revealed approximately equiaxed particles with diameters of
(0.1-1) pm. For the measurements presented, randomly oriented particles (mass = 0.354 g)
were pressed with an applied pressure of 153 kg/ mm? into a right circular cylinder (height

= diameter = 4.76 mm), with no subsequent heat treatment. Consequently there was
negligible connectivity between grains and the assembly approximated an array of
independent spheres.

Figure 2 shows the normalized magnetization of the sample. Here M = m/V,
refers to the measured magnetic moment m divided by the volume V. of superconductor
as calculated from the sample mass and material density. The FC and ZFC data are
extremely similar, displaying a high degree of reversibility. Particularly noteworthy is the
small magnitude of normalized magnetization, ~ 0.02, corresponding to a Meissner signal
of about 2%. In other words, the particles were nearly transparent to the magnetic field as
a consequence of their small size relative to A.

London! has calculated the magnetic response for a sphere of radius R to account
for the penetration of field. The results are that

47M = (3H, /2) P(x), ©)

app
where P(x) = 1 - (3/x)coth(x) + 3/x% and x = R/\(T). ©)
Similar calculations® for some other regular geometries show that -47M is given by

(long cylinder, H || axis) -47M = Hypoll - /01 (x)/15(x)] (7a)
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(long cylinder, H L axis) -47M = 2Happ[1 - (2L (x)/T,(x)] (7b)

(plate, H || surface) -47M = Happ[l - (1/x)tanh(x)], (7c)
where x is the ratio of cylinder radius or plate half-width to A, and I; and I, are modified
Bessel functions of the first kind with order 1 and 0, respectively.

London expressions for P(x(t)) = 41rM(t)/(3Hﬂ /2) are plotted in Fig. 2 for
comparison with experimental results. Three temperature gependenmes have been used for
A(t): weak couplmg BCS calculatlons m the clean and dirty limits!2, and the empirical two
fluid express1on ANOYAE) = [1 - ] . For each of these dependenc1es the quantity
[A(0)/\(t)]? is proportional to (1 - t) near T, and is constant at low temperature; explicit
examples of these and other theoretical temperature dependencws are shown in a later figure
(Fig. 8). Now, the layered Y;Ba,Cu30O; superconductor is anisotropic; for the two
principal values!3-16 of the penetration depth tensor at t = 0, we use the values \,(0) =
0.15 pm and A (0) = 0.8 um, corresponding to shielding by supercurrent flow in the Cu-
oxide ab planes and along the c-axis, respectively. In Fig. 2, we model this anisotropy by
taking <P> = {(1/3) P[R/A,] + (2/3)P[R/(\,\\)V/]} and choosing R = 0.12 um, which
is reasonably consistent with qualitative SEM observations. Deviations between the theory
and experimental values are attributed to approximations in incorporating anisotropic effects;
to the distribution of particle sizes; and to possible deviations from the BCS temperature
dependence at lower temperatures.

From a perspective of characterizing superconducting materials, the main objective
of this discussion is to demonstrate the strong influence that sample dlmenswns can have
when they become comparable with the penetration depth A. A recent example of such
influences, we suggest, is the observation of small diamagnetic ZFC and FC signals in
potassium-doped Cg¢ (Fullerene) having small, but unknown particle size and unknown
homogeneity. In such cases, the normalized FC magnetization provides a lower bound on
the fraction of material that is superconductive. ~More generally, this should be
complemented by measurement of the ZFC magnetization. In studies of fine grained,
sintered ceramic HTSC materials, we have frequently found that the two measures are quite
similar in magnitude; the aerosol powders are a particularly pronounced example of this,
as seen in Fig. 2. The relative reversibility arises, at least in part, from the fact that in low
field measurements, the inter-vortex spacing can be substantially larger than the particle
size. For example, with H, p = 10 Oe, the vortex-vortex separation is ~ 1.4 um.
Qualitatively, the nucleation of vortices and their aggregate pinning is diminished
considerably in low fields. In large applied fields, substantial magnetic irreversibility can
develop, as was observed for the Y;Ba,Cu;0; aerosol particles. However, a full discussion
of these small particle effects in high fields lies beyond the intended scope of this report.

C. Meissner and Low Field Response: Multiply-Connected Geometry

To see the influence of multiply-connected geometry on the static magnetic response
of a superconductor, let us consider a long, hollow, thick wall cylinder of inner radius r,
outer radius R, and length L. The external field is applied parallel to the cylinder axis, as
shown in Fig. 3. For a ZFC experiment, the results are relatively simple: application of
a small ﬁeld induces supercurrents that screen the entire geometrical volume of the cylinder,
V = 7RZL. Simply expressed, the low field ZFC magnetic moment is indistinguishable
from that of a solid cylinder.
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Fig. 3. This multiply connected geometry, a relatively simple case,
consists of a thick wall cylinder of superconductor, with external field
applied parallel to the cylinder axis.

The FC signal is smaller. Even if the superconducting material itself is defect-free
and highly reversible, flux ¢ is trapped, with ¢ = H‘lp ar2. The maximum moment m that
can be formed by flux expulsion lies between zero ancf m = (-1/4x) H, ‘x(Rz-rz)L. If we
have the simple case of a thin wall tube with A < < (R-1) < < R, the overall behavior in
low field will be indistinguishable from that of a solid superconductive body with strong
pinning, with negligible flux expulsion in both cases.

Coffee et al.1? investigated the field at the center of a hollow cylinder of the Type
I material Pb, as a function of external field. The sample configuration was identical to that
described above, except that Nb rings were fitted to each end of the tube to eliminate end
effects. As one might expect, the external field was completely excluded (B = 0 inside)
until it exceeded the critical field H,; for lead; for Heg > H,;, the internal field tracked H,,
linearly and reversibly; when it was reduced below H_, that field was trapped within tﬁe
cylinder. As noted by the authors, the overall response was roughly similar to that of a
simply connected Type II cylinder with strong pinning. Of course, if the latter sample were
a high-x material, its behavior in the vortex state would differ considerably.

D. Granular Superconductors in Low Fields

Bulk ceramic samples of high temperature superconductors are generally considered
to be granular superconductors.19 They are polycrystalline, with grains that are weakly
coupled together. This weak intergrain coupling manifests itself as an inability of the
material to transport a significant supercurrent density from grain to grain, even though the
current transport within individual grains can be quite good. This poor coupling between
grains, which constitutes a major impediment to practical applications of ceramic
superconductors, is generally attributed to a rapid attenuation of the superconducting order
parameter in regions of imperfect material, such as grain boundaries. This attenuation
occurs over a distance of the order of the coherence length &, which is very short in all
high-T,, materials known to date, and consequently they are prone to have poor coupling
across grain boundaries and other extended defects. Typically porous, bulk ceramic samples
contain voids and perhaps other non-superconductive material that occupies from a few
percent up to 50% of the apparent volume. Let us consider a ZFC measurement in which
a cylindrical ceramic sample is cooled to low temperature and field H,, is applied. As
before, this field induces surface currents, which are assumed for now to be smaller than
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Fig. 4. The low field susceptibility 4xx (normalized to that of an ideally
diamagnetic body) of polycrystalline, sintered TlyCa,Ba;Cu30;9+5 Vs T, in
3.6 Oe applied field. ZFC measurements (I) gave nearly complete
shielding when supercurrents flowed between grains; see sketch at top left.
At high temperature, grains became decoupled (see sketch at top right) and
shielding decreased. Note that in the decoupled region, the ZFC and FC
() signals were nearly equal.

the intergrain critical current density J ;... Which is the Josephson critical current between
grains or some analog thereof. In this case, the sample responds as a solid cylinder (or, for
that matter, a hollow cylinder) of radius R and length L. We have in this low field case

(m/Vy) = M = (-1/4m) H,g, where Hye = H

app " 47DM,

®

\A #R2L is the geometrical volume of the cylinder, and D is the effective
magnetometric demagnetization factor for a cylinder of radius R and length L. Zijlstra26
has a convenient chart giving approximate values of D for cylinders with field parallel to
the axis. (One should keep in mind, however, that the magnetizing field is not uniform
within an arbitrarily shaped body and the value for D represents an average over the

cylindrical volume.)

The normalized susceptibility 47M/H,¢ = 4wy, as discussed in Section I, is shown
in Fig. 4 as a function of temperature for a sintered, random polycrystalline cylinder of the
high temperature superconductor Tl,Ca,Ba,Cu30;o,5 A field of 3.6 Oe was applied
parallel to the cylinder axis. For this sample, the geometrical density was 70 % of the
theoretical density (7.04 g/cms), as calculated from the x-ray lattice parameters. At low
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Fig. 5. Influence of applied field on grain decoupling. ZFC measurements
of 4xM/H g for same sintered T1-2223 sample as Fig. 3. Larger fields
induced greater currents that caused grains to decouple at progressively lower
temperatures. After decoupling, the grains produced the same shielding,
~30%, forall H < H;.

temperature, the ZFC signal (squares) gives 4rx = -0.98, showing that virtually the entire
volume was screened by induced surface currents. This situation is sketched in the
accompanying drawing at the top of Fig. 4 (left side). With increasing temperature,
however, this signal decreased substantially in magnitude near 120 K. This change arises
from the reduction of J ;..(T) with temperature, which eventually falls below the density
of screening current, so that the grains become effectively isolated; see the drawing at the
top of Fig. 4 (right side). The grains themselves are still superconducting, however, so that
currents can flow on the "surface" of grains and shield their interior. For the case shown
in Fig. 4, this corresponded to approximately 30 % of the geometrical volume of the
sample. The penetrated volume of the cylinder has at least two components: (1) voids and
(2) surface layers of grains that are penetrated to a depth of A, as discussed above in part
I B.

In the FC measurements shown as diamonds in Fig. 4, flux was expelled upon
cooling and the magnetization reversibly tracked the ZFC signal near T,. For temperatures
below 121 K, the FC signal was nearly constant in magnitude, with flux being trapped
between grains and penetrating their near surfaces.

For measurements in higher applied dc fields, the "knee" in the ZFC signal shown
in Figs. 4 and 5 moved systematically and linearly?! with H to lower temperature, with
most other features unchanged. Again, the decoupling of grains is a consequence of the
temperature dependence of weak intergrain currents. Larger applied fields induce larger
screening currents, and those currents exceed the upper bound imposed by J ;. ...(T) at
progressively lower temperatures. This interpretation is consistent in that the signal at high
temperature after decoupling, which corresponds to shielding by the grains only, was
independent of field with 47x = -0.3, as expected so long as Hyge < H; for the grains.
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Figure 5 also shows that for sufficiently large applied field, e.g. 66 and 109 Oe, the
intergrain current density (and perhaps H; for some crystallite orientations) was exceeded
even at 4 K; consequently full screening of the geometrical volume was never achieved
under these conditions.

An interesting and useful further analysis of the influence of granularity on the
magnetic and transport properties of high-T_ superconductors has been given by Dersch and
Blatter.22 For a discussion of some other features found in dc magnetic studies of
ﬁlam%ltary superconductive systems, the reader is referred to a recent paper by Collings
et al.

III. VORTEX STATE STUDIES of TYPE II MATERIALS: Hee > Hy

In magnetic fields that exceed the lower critical field H.;, a type II superconductor
is penetrated by vortices and enters the vortex or mixed state. As one increases the field
applied to a material with numerous and/or strong pinning centers for vortices, their entry
and motion into the sample is inhibited. Likewise, the movement of vortices out of the
superconductor is inhibited upon decrease of the field. Consequently its magnetic response
is hysteretic,24 as illustrated in Fig 6 (top), a plot of magnetization M versus applied field
H,,p at 5 K for a Bij gPbg 38ryCa,Cu30,g, 5 superconductor with T, = 106 K. The
measurements were made using a SQUID-based magnetometer from Quantum Design, Inc.
This sample was a highly textured, pressed polycrystalline disk (mass = 0.169 g, diameter
= 4.83 mm, thickness = 2.11 mm, effective demagnetizing factor D = 0.54) with the c-
axes nearly parallel to the pressing direction. The magnetizing field was applied parallel
to the disk axis and hence perpendicular to the highly conductive Cu-O basal planes of the
layered superconductor. The hysteresis seen in Fig. 6 is directly related to the critical
current density J, of the material, as will be discussed briefly in a later section. For now,
let us note that the measured magnetization is a sum of at least two terms. The first is the
equilibrium magnetization M., that is negative in sign and generated by microscopic
supercurrents associated with individual vortices. This term is typically the order of 1-10
Gauss in magnitude and is discussed in the following section. The second, irreversible term
M; . is due to macroscopic, circulating supercurrents J,, whose existence depends on
pinning of vortices to prevent their motion. The magnitude of M, ranges from zero (for
J. = 0) to many: tens of kiloGauss (for plate-like samples with high J_’s):

In the opposite case where there is no effective flux pinning, vortices enter and leave
the material easily and reversibly. This is illustrated in Fig. 6 (bottom), a plot M(H) for
the same sample at 85 K. Here the effective pinning is very weak (the vortex lattice is
"melted"), so that J. ~ 0 and M. = 0 also. Under these conditions, one can obtain the
thermodynamic, equilibrium magnetization Mg, which is related to the London penetration
depth. The relationship between these two quantities is discussed in the next section.

A. Vortex State Penetration Depth Studies

Using the interaction energy between vortices and thermodynamic arguments, Kogan
et al.Z> developed a theory in the London limit for the vortex state magnetization of a
uniaxial, high-« type II superconductor. In particular, the equilibrium M of a single crystal
or its equivalent was related to applied field Hypp as
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Fig. 6. Magnetization M vs applied field H at (a) 5 K and (b) at 85 K, for
a highly textured polycrystalline disk of Bi; gPbj 3Sr,CayCu304¢45, With
H || c-axes for increasing (O) and decreasing (UJ) field history. Pinning
caused substantial hysteresis at low temperatures, but the sample was highly
reversible in a broad temperature range below T, = 106 K.

M(H,T) = ($4/324°\\) In[BH p(T)/Hypo]

where ¢, = 2.07 107 G-cm? is the flux quantum, (3 is a constant of order unity, and
H,(T) is the upper critical field corresponding to the applied field direction. Here A, is the
magnetic penetration depth corresponding to field penetration that (in the Meissner state with
B = 0 far from the surface) is screened by supercurrent flow in the i-th crystal direction.
This relation is valid in the region H_;(T) < < Hypp
is reversible and applies to uniaxial materials, which includes most high temperature
superconductors containing copper oxide layers. In these cases, there are two independent
eigenvalues in the penetration depth tensor, A, and .. With the magnetizing field along
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the c-axis, one has in Eq. 1 that i=j=a such that M depends only on the shorter component
A,; with the field in the basal a-b plane, one has i=a and j=c or visa versa, so that M
depends on both A\, and A.

This theory predicts a logarithmic field dependence, with M o In(H). Figure 7, a
semilog plot of M versus H, presents typical experimental data showing that this dependence
is followed accurately. Shown is a set of isothermal magnetization data at various
temperatures for a polycrystalline Bi-Sr-Ca-Cu-oxide sample containing two adjacent Cu-O
layers with H || c-axis. Since the individual crystallites were very flat platelets, pressing
a thin sample with uniaxial pressure caused it to be highly textured. As thermally

BiySry 5Cay 1,Cuy 0y

T =80.7K m=0.2048 g

70 K
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Fig. 7. The vortex state, equilibrium magnetization M vs field H on a
logarithmic scale. The /n(H) dependence of Eq. 9 was followed accurately,
except at the lowest temperature (20 K), where M was hysteretic at lower
fields.

processed, this sample had T, = 80.7 K (see Table I). The logarithmic slopes dM/d[lngH)]
from these and similar plots for other samples have been used to obtain values for A,
(with H || ¢) and, where possible, for the quantity )‘eff (T) = N(T)N(T) (with H || ab)
Now, Ginzburg-Landau theory provides that 12 s proporuonal to (T.-T) near T,
Figure 8 illustrates this dependence, where dM/din(H) 1N o« ny(T) is plotted versus
T for a sample of magnencally aligned T1,Ca,Ba,Cu30;(, 5 powder with H | c-axes.26
The compos1te ahgned sample was produced by dispersing fine (~ 1 pm) monocrystalline
powder in "45-minute” liquid epoxy and immersing it in a 50 kOe field at room
temperature. Due to the anisotropy in the normal state magnetic susceptibility, the dispersed
crystallites (6.5 % by volume) align with the c-axis parallel with the magnetizing field.
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Fig. 8. A plot of logarithmic field derivative vs temperature T, for aligned
T12Ca2Ba2Cu30m+ s powder with H || c-axes. The quantity dM/dInH o
(1N} ny(T) varied linearly with T near T, as given by Ginzburg-Landau
theory. The intercept where (1/N%) = 0 defines T c,\ appropriate to the
penetration depth study.

Once cured, the epoxy matrix retained the c-axis alignment, as evidenced by X-ray
diffraction studies showing only strong (00¢) reflections with rocking curve widths of <1°.
Figure 8 shows that the linear temperature dependence is quite well defined. We have
observed?® it in all cases investigated to date and used the linear variation to define an
appropriate value of transition temperature T, ¢\ as the temperature at which the penetration
depth diverged. In general, these values agrecd relatlvely well with other measures of the
transition temperature; some values are tabulated in Table I. For comparison with
theoretical temperature dependencies for A(T), however, it is very important that the value
of T, be correct. Direct use of the magnetization data to determine T, ¢,\ insures that a value
appropnate to the penetration depth study is obtained.

Experimental results for the penetration depth 1/A 2(T), which are denoted by
symbols, are plotted versus reduced temperature t = T/T y in Fig. 9 for two different
materials. The data extend from t=1, near which the hnear dependence on T is evident,
down tot ~ 0.3, below which the magnetization became excessively hysteretic. Data are
shown both for the textured, two-layer Bi-based cupric oxide material discussed above and
for a small grained, random polycrystalline sample of Y,Ba,CugO;¢,5. In each case, the
value of lambda at t=0, A,(0), was used as the one free fitting parameter when comparing
the data with various theoretical forms for ?(0)/ )\(t)]2 These forms include weak coupling,
BCS theory in the clean and dirty limits'%, the em fmcal two-fluid model with (1/)\2) o«
(1-t%), and strong coupling calculations by Rammer in the clean and dirty limits, obtained
by numerical solution of Eliashberg theory. The best fits to each of the theoretical forms

are shown as lines in Fig. 9.

From Fig. 9, it is clear that weak coupling, clean limit theory provides an excellent
description of the experimental results, which is visibly superior to that obtained for the
other theoretical forms. Using the clean limit BCS temperature dependence, we obtain the
value N\,;(0) = 0.30 um for the two-layer Bi-Sr-Ca-Cu-Oxide sample. Results for this
material and others, obtained by similar analyses, are tabulated in Table I. Where possible,
studies with H || ab have been used to estimate values for A, and these are included as well.
Note, however, that measurements with H 1 c-axis are very sensitive?® to any small
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Fig. 9. The London magnetic penetration depth 1/\% vs reduced temperature
t = T/T,,, for (a) highly textured Bi-Sr-Ca-Cu-O with H || c-axes and for
(b) fine grained, randomly oriented Y2Ba$Cu8016 +5 Lines are least squares
fits to various theoretical forms for 1/A\°, showing that BCS theory in the
clean limit represents the data best and rather accurately.
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angular misalignment, unlike those with H || c. Consequently the values for A, should be
regarded as lower bounds on this component of the penetration depth tensor.

For a random polycrystalline material such as the YzBa4Cu3016 +5 2g)le in Fig. 9,
an angular average of Eq. 9 is required. The resulting expression is that14

dM/dIn(H) = ¢0/[321r2>\“g2] [g(y)/2] with (10a)
g = vy + G2V 2n[(y*-1)1 2441} (10b)
where )\“ = A\ )\C)U"’ and g(y) is a correction factor that depends on the

superconductlve anisotropy factor v. The factor + arises when amsotropy is incorporated
into Ginzburg-Landau theory via a superconductive effective mass.25 Then the components
of the normalized mass tensor m; are related by y = (m, /m,,)l/2 (A/Ny). Using the data
for Y,BasCugO;¢ in Fig. 9, we can obtain values for A(0) if v is known. Lacking an
expenmental determination of v, we make the reasonable assumption that it has the same
valuel® as in Y,Ba,Cu;30,, namely y = 5. This gives g(y) = 3.2 and implies that A;(0)
= 0.25 pm and A (0) = 1.2 pm, as included in Table L.

One influence on these experiments may be "melting" of the flux lattice.3! In one
sense, this phenomenon facilitated many of the studies by widening the region of magnetic
reversibility so that measurements could be extended to lower temperatures, thereby
enabling us to make better comparisons with theories for A(T). According to Clem, 2itis
unlikely that a "melted" flux lattice has a significant effect on the determination of A, since
the vortex interaction ener%y in Kogan’s formulation depends most strongly on the mean
vortex spacing a ~ (¢, /B)V/2, However, vortex core interactions, which are not included
in the thermodynamic calculation, may lead to an overestimation®2 of ~ 15 % in the values
of A.

Table I. Experimental Values for the London Penetration Depths for Some

High-T, Superconductors.

COMPOUND Preparation | A, (um) | Ty (K) | To, K) | T, o (K)
temperature, | (except as ’ resistive ma’gnetic
atmosphere noted) midpoint midpoint

Bi1‘7Pb0.3SI'2C32CU3010 """ 0.22 105.9 108 105.5

BiySt; 5Ca; 17Cu,0, 840C, |0.30 8.7 (8.7 |-
1% O,

Bi-2212 (Hoecht AG) 840 C, air | 0.28 72.7 73.5 71.8

Bi-2212 (Hoecht AG) 840 C, 0.30 80.3 81.8 78.9
2% 0,

Bi-2212 |- A=027 |73.8 |- |-

single crystal A.23.7

Tl,Ca,Ba,Cu30;0+ 5 850C, |A,=0.17 [1228 |- 121.2

(aligned powder) 1 Atm O, | A,=>0.48

Y1B3.2CU408 pOlthal ref. 30. Aa=0.25 80.3 | - 78.7

(assuming y=5) A.=12
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An overriding result of this work, however, is that weak coupling theory in the clean
limit provides a decidedly superior description of the temperature dependence of \(T) in
these measurements. Similar conclusions were reached in a study on Y;Ba,Cu;0; and
BiySr,CaCu,0g 2’ Sreeparna Mitra et al.!* These findings support both the earlier
argument of Little’? and the more recent theoretical work of Tsuei et al.3* that the coupling
in high temperature superconductors is weak. The latter authors use a model incorporating
a van Hove singularity in the density of electronic states to account for both the high
transition temperatures T and the compositional dependence of the isotope effect, all within
a weak coupling framework.

An interesting aspect of these studies is that the vortex state magnetization is a bulk,
volume-averaged quantity. In contrast, conventional Meissner state magnetic measurements
of field penetration into a sample sense largely the near-surface properties of the
superconductor, e.g., a single crystal of Y;Ba,Cu;0;. Reasonable consistency between
these two types of measurements provides strong evidence that superconductivity in the
compound is a bulk phenomenon and not a surface effect only. Indeed, such consistency
is evident in Penetratwn depth studies of YBCO using magnetization!* and low field
Meissner state!3 studies. These types of results complement other experimental studies that
sense bulk superconductivity, such as a jump in specific heat at T, and the observation of
a flux line lattice by neutron scattering techniques.

B. Defect-induced Magnetic Hysteresis

As discussed at the beginning of section III, the presence of defects in a
superconductor inhibits the motion of vortices and tends to "pin" them in energetically
favorable locations. In addition to naturally occurring "pins," such regions can be created
by many different methods. The technology of practical, high field superconductivity is
devoted in considerable part to optimizing their size, distribution, and efficacy to obtain
high, stable critical currents. The magnetic hysteresis, such as that shown in Fig. 6 (top),
that is associated with pinning and the existence of critical currents provides a very useful
and widely employed non-contact method to determine values for J.. The critical state
model was devised by Bean3’ and is described in the book of kaham 3 In essence, the
Bean model provides that J .(H,T) is proportional to AM = (M~ -M%), where M- M) is
the magnetization at temperature T measured in decreasing (increasing) field history,
respectlvely For the case of a cylinder of radius R (in cm) with field applied parallel to
its axis, the J (in Alcm? ) is given by

J(H,T) = 15 AM(H,T)/R i)

with M in units of Gauss. Similar results apply to other geometries; e.g., for a sphere of
radius R, the numerical factor3® becomes 16.97. For a rectanz?ular solid with field
perpendicular to a face with sides L, > L,, the "sandpile" model?* provides that

J.(H,T) = 20 AM/[L,(1-L,/3L,)]. ®

For a sample of square section with L; = L,, this expression reduces to Eq. 11 for a
cylinder when one equates R = L/2.

Earlier in this paper, we discussed the trapping of flux in a multiconnected
superconductor This feature has been carried to an extreme, but extremely useful limit
using ion irradiation methods. A single crystal of Y;Ba,Cu;0, was irradiated>” with 580
MeV Sn-ions, which created linear columns of damaged material nearly parallel to the c-
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Fig. 10. Irreversible magnetization due to linear defects. Magnetization
M(H) at 30 K for single crystal Y;Ba,Cu30;, with H || c-axes. Ion
irradiation with 580 MeV Sn-ions created linear damage columns | c-axes
that pin vortices very effectively (see sketch). Hysteresis increased
progressively with ion fluence.

axis. The diameter of these nonsuperconductive damage tracks is a few times £,, the
superconductive coherence length in the ab plane of Cu-O sheets. As such, a damage track
is quite effective in pinning a vortex directed along the c-axis, in part because of the
similarity of these dimensions. Most importantly, both the damage columns and the vortices
are linear structures, which maximizes the pinning force when the two are collinear.

An example of increased pinning is given in Fig. 10, plots of M versus H | cat30
K for a crystal at three levels of irradiation. The drawing at the top of the figure
schematically shows columns of damaged material that extend from top to bottom of the
plate-like crystal. In the plot itself, the circles denote data for the sample as prepared; here
AM and J_ are relatively small and are produced by "accidental defects" incorporated during
the growth process. The triangles show M following heavy ion irradiation, where the ion
fluence, in units of (ions/cm?), has been multiplied by the flux quantum ¢, = 2.07x10°!!
T-cm? to give it dimensions of flux density. For example, a fluence of 5 Tesla means that
the area density of damage tracks is the same as the area density of vortices when B = 5
Tesla. It is evident that ion-induced defects make the crystal increasingly hysteretic,
indicating substantial increases®’ in J.. A Bean model calculation, using Eq. 12 with
sample dimensions of L; = 0.80 mm and L, = 0.94 mm, shows that AM = 5 kG
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corresponds to J, = 1.8x10% A/cm?. At this temperature, the improvement in J, was
significant. At still higher temperatures, e.g., 77 K, the effects were far more dramatic,38
increasing the irreversibility field substantially.37 In summary, this ion-irradiation study
graphically demonstrates the central role of defects in controlling the magnetic hysteresis
in a well characterized high temperature superconductor.

SUMMARY

Many features of static magnetization studies have been reviewed. While relatively
straightforward in principle, considerable care is needed in practice when interpreting the
results of these investigations. As demonstrated, the measurements are influenced by many
variables, including geometry, sample size, granularity, and of course, defects that pin
vortices. Studies of the dc magnetization can provide important insights into the properties
of superconductors, especially when complemented by other investigations of structure,
phase composition, and geometry.
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AC LOSSES IN TYPE-II SUPERCONDUCTORS
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ABSTRACT

This paper discusses the physics of ac losses in type-II superconductors and in
multifilamentary superconducting-normal composite conductors. As an introduction,
the ac eddy-current losses in a homogeneous normal conducting cylindrical specimen
subjected to an alternating applied magnetic field are briefly reviewed. The ac losses in
a superconducting cylindrical specimen are discussed in detail next, with emphasis on
the losses in a specimen subjected to an alternating applied longitudinal magnetic field.
In general, dissipation occurs via both flux-flow losses, which are analogous to eddy-
current losses in the normal state, and hysteretic losses, which arise from bulk and
surface pinning as well as annihilation of vortices of the opposite sense. Tests are
suggested by which the dominant loss mechanisms can be identified. Special
considerations are noted for the case of the high-temperature superconductors.
Finally, the losses in multifilamentary superconducting-normal composite conductors
are discussed.

1. INTRODUCTION

The subject of ac losses in superconductors is of great interest to researchers
involved in the field of applied superconductivity. Such losses are a key consideration
in the design of composite conductors in a number of applications, including cables for
long-distance power transmission and pulsed magnet coils for magnetic-confinement
fusion (Tokamaks). The term ac losses has a somewhat different meaning to workers in
different areas of applied superconductivity. To someone designing a power
transmission line, ac losses may mean the losses generated by a 50 Hz or 60 Hz ripple
field of small amplitude, say 0.1 T, whereas to someone designing a pulsed magnet coil
the term may mean the losses in the coil as the field is ramped from zero to, say, 5Tin a
fraction of a second. In this paper, I shall attempt to present a unified view of ac losses
in superconductors. However, this is not a review paper, and I apologize for failing to
cite many key references in this field.

First, let me make a few simple statements regarding the origin of ac losses.
When a normal or superconducting metal is subjected to a time-varying applied

>
magnetic induction Bj(t), which generates a net magnetic induction E) an electric field
- =

E is generated according to Faraday's emf law. Accompanying E is a macroscopic

N
current density J, such that the local rate of energy dissipation per unit volume is ?-I—E)
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Under alternating conditions with an angular frequency o (frequency v=w0/2n and

-
period T=2n/0), the time average of J+E integrated over the volume V of the specimen
yields the time-averaged dissipated power P.

Poynting's theorem provides some useful relations. Recall that!

e e e
+VeS=-J.E, (1)

414

where u is the energy density and g is Poynting's vector
- - -
S =(c/4n)(E xH) (Gaussian) (2a)

-
=(E xH) (mks). (2b)

Integrating Eq. (1) over the volume V of the specimen and making use of the divergence
theorem to obtain an integral over the surface area A with inward normal ?lm. we
obtain

szrg-ﬁm=jd3r3-g+.[d3r du/ot. 3)
A v v

The left-hand side represents the net work per unit time done on the specimen by the
fields, the first term on the right-hand side represents the rate of energy dissipation,
and the second term on the right-hand side represents the rate of change of stored
energy. Averaging Eq. (3) over the period T yields

P=’I“1J;r dt.[d3rff-1—~:’

=1~1'|;f dtjdi:g)-?)m. (4)

When JF is distributed rather uniformly over the volume, it is useful to introduce the
time-averaged dissipated power per unit volume

Py=P/V, (5)

and, when .._I)-E is localized at the surface, it is useful to make use of the time-averaged
dissipated power per unit area

PA=P/A. 6)

It is also helpful to introduce the energy loss per cycle W=PT, the energy loss per unit
volume per cycle Wy=W/V=PyT, and the energy loss per unit surface area per cycle
WA=W/A=PAT.

Consider a long, cylindrical specimen with a time-varying magnetic induction By(t)
applied parallel to its axis. Let B(t) denote the magnetic induction inside the specimen
averaged over the volume V. As Bj(t) sweeps through its cycle, B(t) lags behind, and the

trajectory of B(t) versus By(t) sweeps out a hysteresis loop of area Ay. Using Poynting's
theorem to evaluate Wy, we obtain
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Wy = Ag/4n (Gaussian) (7a)

By consideration of the hysteresis loop, we find that the largest losses occur when the
answer is "yes" to the following two questions:

1. Does a large amount of flux sweep in and out of the specimen each cycle?

2. IsB significantly out of equilibrium with B, during the cycle?

Let us consider three examples: (a) In the case of small screening currents,

although a large amount of flux sweeps in and out each cycle, B remains close to
equilibrium with B, during the cycle, the area Ay of the hysteresis loop is small, and

the losses are small. (b) In the case of modest screening currents, a moderately large

amount of flux sweeps in and out each cycle, B remains appreciably out of equilibrium
with B, during the cycle, the area Ay is relatively large, and the losses are large. (c) In

the case of large screening currents, although B remains well away from equilibrium
with B, during the cycle, only a small amount of flux sweeps in and out each cycle, the

area Ay is small, and the losses are small. Another helpful quantity to introduce, when
considering a long cylindrical specimen of radius a in a time-varying longitudinal

field, is the complex permeability2 {i. Suppose the applied magnetic induction has a dc
component Bg and a sinusodally varying component bg cos t:
B, =Bp+bgcosat. 8)
The measured voltage V(t) in a single-turn coil wrapped tightly around the cylinder is
V=-1deo/dt (Gaussian) (9a)
=-d®/dt (mks), (9b)

where the magnetic flux through the coil is ®=ra2B. [In Egs. (8) and (9), as well as in
many of the following equations, we suppress the time argument in quantities that

depend upon the time t.] In the absence of the specimen, B= B, and V(t)=Vgsinot, where
Vo = na2bgw/c (Gaussian) (10a)

=maZbow (mks). (10b)

In the presence of the specimen, we need convenient expressions for B(t) and V(t). This is
accomplished by writing Bas

B=<B>time + b, (11)

where bit) is the deviation of B(t) from its time average, <B>time. Because b(t) is periodic
with period T, it can be expanded in a Fourier series as follows:

b= Y (upcos nwt + pysin nwt)bg (12)
n=1

Hp = (/7o) J:)" dt b cos not (13a)

179



Wy = (©/nbo) J;f dtb sin not . (13b)
The measured voltage V(t) is then
V =-(ra2/c) db/dt (Gaussian) (14a)

=-na2 db/dt. (mks) (14b)

Making use of Eq. (12), we obtain
vV=Vp Zl n( )’ sin net - w)cos nwt) , (15)
n=

where Vo is the amplitude in the absence of the specimen, Eq. (10).

Frequently, lock-in techniques are used to measure only Vj, the component of V
that varies with angular frequency o:

V1 = Volujsin et - pjcos wt) (16)
A complex permeability can be defined,

H=p o+t =pg + g, 17)
in terms of which the first term on the right-hand side of Eq. (16), the out-of- phase (with

Ba) or inductive component, measures the real part (i), and the second term, the in-
phase, resistive, or lossy component, measures the imaginary part (u"). Note that

B, = Bo + Re(boe ™) (18)

V] = VoRe(ijie o) | (19)
Here Re denotes the real part. In vacuum, p'=1 and p"=0, such that

V] = Vosinwt . (20)
In a normal metal with static magnetic permeability p, we have, at frequencies
(typically less than 102 Hz) sufficiently low that the skin depth is much larger than the
radius, '~ and pu"=0, such that

V1 = uVpsinwt . (21)

In a superconductor in the Meissner state (where the internal magnetic induction is
zero), u'=0 and p"=0, such that

V1=0. 22)

There is a close connection between p" and the area Aj of the hysteresis loop, as can be
seen by starting with the expression

AH:pBad§=ﬁ(Bo+bocosmt)?l_?dt. (23)

Making use of Egs. (11) and (12) and carrying out the time integration, we find that only
the n=1, cos2wt term survives, which yields
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Ay =’ 24)
Thus, there is a simple geometric mnemonic for p": p" is simply the ratio of the area Ay
of the hysteresis loop to the area of a circle of radius bg. The loss per cycle per unit
volume, expressed in terms of p" is

Wy = nbg'/4n (Gaussian) @25a)

= mbg" /o . (rnlks) (25b)

II. NORMAL METALS

The basic equations needed for the calculation of ac losses in isotropic,
magnetically reversible materials are

J=onE=p] E, (26)
VeB=0, 27)
-
VeE =0, (inside the metal) (28)
- -
B=pH (Gaussian) (29a)
-
=uoH , (mks) (29b)
vV x E = -c'laﬁ/at (Gaussian) (30a)
-
=-0B/dt, (mks) (30b)
- -
VxH =(4n/c)J (Gaussian) (31a)
-
=J. (mks) (31b)

Note here that p is dimensionless and that the displacement current can be neglected
relative to the induced screening current at the frequencies typically used for ac loss
measurements.

Combining the above equations yields the following diffusion equations for the
magnetic flux density and the current density

9B/ot = DV2B, 32)

3J /ot = DpV2T (33)
where Dy, is the magnetic diffusivity in the normal state,
Dp = pnc2/4mu (Gaussian) (34a)

=pn/uMo . (mks) (34b)
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For example, for high conductivity copper at low temperature, we have pp=10-8 Q-cm,
p=1, and Dp=1 cm?/sec.

In the presence of a sinusoidally varying applied magnetic flux density
- -
B, = Re(Bae Y, (35)
-
where By, is a constant, the induction inside the specimen can be expressed as

B(T.0) = Re[By(r)e ot , 36)

where the diffusion equation [Eq. (32)] requires

-0 Bg(T) = DpV2By(T) . 37)
In plane geometry, with the specimen occupying the space x>0, we obtain3

Bolx) = Bol0)elX = By0)e */®ne®/%n (38)
where
k=(1+1/8, (39)
and 8,=(2Dp/w)1/2 is the normal-state skin depth
8n = (Pnc2/2muw)1/2  (Gaussian) (40a)
= 2pn/muow)1/2 . (mks) (40b)

For example, for high conductivity copper at low temperature and f=0/27=60 Hz, we
have 8,~1 mm.

The normal-state magnetic flux diffusion time tp is the characteristic time
required for magnetic flux changes to diffuse in to the middle of a normal-metal
specimen. If 2L is a characteristic specimen dimension, we have, simply by
dimensional arguments, Dy~L2/1, or tn~L2/Dp=2(L/8,)2/w. Note that when wty<<1,
dp>>L. Similarly, when wtyp~1, 8p~L, and when wty>>1, dp<<L.

For a cylinder of radius a, it is convenient to assign the constants of
proportionality such that wtp=1 corresponds to 8p=a. We then have the following

relations

8n = (2Dp/)1/2, 41)

a=(2Dyty)1/2, (42)

Tn=a2/2D; , (43)

Oty = az/ﬁf1 \ (44)
as well as

Tn = 2mua2/ppc2  (Gaussian) (45a)
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= 2/2pp . (mks)

(45b)

For example, for high conductivity copper at low temperature with a radius a~1 mm, we

have 1, ~ 102 sec.

Consider now a normal cylinder of radius a in a parallel magnetic field. Let

Ba = Bo + Re(boe ) .
Inside the cylinder, we have at radial coordinate p
Blp.t) = uBo + b1(p,t)
b1(p.t) = Relbyglple i ,
where bj obeys Eq. (37). The solution of this equation is%5

bialp) = uboJolkp)/Jolka)

where Jg is the Bessel function of order zero and
k=(1+1/8,.
Averaging Eq. (47) over the cylinder cross section yields
B(t) = uBg + Bl (t)
by (t) = Re(by pe 109
by =fibo.
where the complex permeability [i is
f=p +iu" = p2J;(ka)/ (kalJo(ka) .
The quantities p' and p" also can be written as
pw/u = f1(x) = folx)cosp(x)
w'/u = folx) = fox)sinfx) ,
x = aV2/8y = (2at5)1/2,
where, in terms of the modulus My and phase 6y of the Kelvin functions,®
folx) = 2M (x)/xMo(x) ,
B) = Bp(x) - ©1() + 3n/4.

Plots of f1, fa, fo, and tanp versus x are shown in Fig. 1.

(46)

(47)

(48)

(49)

(50)

(61)

(52)

(53)

(54)

(55)

(56)

(57)

(58)

(59)

The hysteresis loop is easily analyzed as follows. The ac component of the
applied magnetic flux density is by=bgcos ot, and the induced ac component of the

average magnetic flux density in the specimen is
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Fig. 1.  Plots of the auxiliary functions used in the analysis of the complex permeabil-
ity g=p'+ip" of a normal cylinder, fij=p'/u, fo=p"/u, fo=1{il /po. and tanp
=fa/fi=p" /), defined in Eqs. (55)-(58), versus x=a\2/8p=(20ty)1/2.

b1(t) = pbofocos(mt-p) . (60)

The hysteresis loop is thus an ellipse with area AH=1cbgu.fosmB. Referring to Fig. 2, we
see that

W =y = pfocosp (61)

is the slope of the line MN and that
" 2
K" = Aj/mby) = pfa = pfosing . (62)

At low frequencies, such that wtp<<1, a<<d, and x<<1, we have f1=fp=1 and
fo=P~x2/8=(a/28n)2=wtn/4<<1. (See Fig. 1.) This is the case of small screening currents.

A large amount of flux sweeps in and out each cycle but B remains close to equilibrium
during the cycle, and the losses are small. (See Fig. 2.)

At intermediate frequencies, such that wtp~1, a~dyp, and x~1, fj~fa~fg. This is the
case of modest screening currents. A moderately large amount of flux sweeps in and out

each cycle, and B remains appreciably out of equilibrium with B, during the cycle. The
losses are maximized when wt,=3.2, a=1.8 8y, and x=2.5, where =0.55, f1=0.62, fo=0.38,
and fp=0.72. .At high frequencies, such that oty>>1, a>>38;, and x>>1, we have

f1=fo=fo/V2=V2/x=8pn/a=(0tn) 1/2<<1 and B=n/4=0.79. This is the case of large

screening currents. Although B remains far from equilibrium with B, during the cycle,
only a small amount of flux sweeps in and out during the cycle, and the losses are small.

Shown in Fig. 3 is the local time-averaged rate of energy dissipation per unit
volume at a distance p from the axis of the cylinder,

dp) =T! J;f JeEdt 63)
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box fo

=-==7 ~bowfy
-=-=--=1-borfo

- 2
AH = /J.f21rbo

Fig. 2. Hysteresis loop for a normal cylinder, described by Egs. (52)-(62). Note thazt

u"=AH/nb%, where Ay is the area of the hysteresis loop (crosshatched) and nb o
is the area of the circle of radius bg. (For this figure, the values p=2, x=2.4,
B=0.52, fp=0.75, f1=fpcosP=0.65, and fa=fpsinB=0.38 were used, such that

L=pf=0.75.)

0.8 |

0.6 |
4p
d(a)

0

0.2¢

0 0.2 0.4 0.6 0.8 1.0
p/a

Fig. 3. Ratio of d(p), the time-averaged rate of energy dissipation per unit volume at
radial coordinate p, to d(a), its value at the radius a, in a normal-metal
cylinder for various values of the skin depth &, [Eq. (65)].
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In Eq. (63), 3 and E have only azimuthal components, Jy and Ey. One obtains from
Eqgs. (26), (31), and (49)

dp) = p(bg/Sn)mlJl(kp)/Jo(ka) 12 (Gaussian) (64a)
= ub/2u0)01 31 (kp)/Jolka) 12 . (miks) (64b)

Figure 3 is a plot of
dlp)/d(a) = tJ10p)/J1(ka) 12 (65)

versus p/a. For a<<8p or wtp=(a/8y)2<<1, both Ey and Jj are proportional to p, and d(p) is
proportional to p2:

dip) = plba/8rIwlp?/287) (Gaussian) (66a)
~ ulb3/2u0)0lp2/257) . (mks) (66b)

In the opposite limit, for a>>8y or (0tn)=(a/dn)2>>1, Ey and Jy are large only within the
normal-state skin depth 8, of the surface.

III. EDDY-CURRENT LOSSES IN TYPE-II SUPERCONDUCTORS

We next consider the electrodynamic behavior of ideal, type-II superconductors
and ignore, for the present, the possibility of flux pinning. Here, the ac losses can be
called eddy-current losses, flux-flow losses, or viscous losses. In many respects, the
behavior of an ideal, type-II superconductor is similar to that of a normal metal except

that the linear relations between E and 3) [Eq. (26)] and between B and H [Egs. (29a) and
(29b)] do not hold. Instead, it is found that, when E and 3 are parallel,

B=pBJ. 67)

where pr is the flux-flow resistivity,” and the thermodynamic magnetic field H and

magnetic flux density _ﬁ in thermodynamic equilibrium are8

H = Heq(®)B (68)
or

- A
B = BeqH)H., (69)

where ﬁ and ﬁ are unit vectors. The dependences of pf and Heq upon the flux density B
are sketched in Fig. 4. The symbols H¢g and Hej denote the upper and lower critical
fields, respectively, and Bco denotes the upper critical flux density. Note that the
equilibrium flux density is B=0 for -H¢]<H<H¢). The nonanalytic B dependence of pf
and Heq makes the electrodynamic equations nonlinear, such that analytic solutions
no longer can be obtained for arbitrarily large amplitudes of the applied magnetic field.

For small amplitudes bg of the applied magnetic induction, however, a
linearization procedure can be used to solve analytically for the electrodynamic
response of the superconductor.5 Let the magnetic field and induction applied parallel
to a cylindrical type-II superconductor of radius a be
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(a)

— e ———

Fig. 4. Sketches of flux-density-dependent functions for type-II superconductors: (a)
flux-flow resistivity pf/pn versus B/Bcg and (b) Heq versus B.

Ha = Ho + hocosat (70)
B, = Bo + bocosat , (71)

where ho<<Ho and bg<<Bp. Inside the superconductor the resulting macroscopic flux
density is

B(p,t) = Beg(Ho) + b1(p.t) . (72)

where p is the radial coordinate; the corresponding spatial average over the cross
section is

B(t) = Beg(Ho) + b1(t) . (73)

where |bj(p.t) | <<Beq(Ho) and 1D <<Beq(Ho). Then bj(p,t) obeys the same equations as
in the normal state, except for the replacement of the normal-state resistivity pn by the
flux-flow resistivity pg, and the replacement of the static normal-state permeability p

by the differential permeability of the mixed state u;, which is defined below:
Pn— P (74)
B U (75)

The flux-flow resistivity pg, is defined by

Pro = [PB)IB=Beq(Ho) (76)
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and the dimensionless differential permeability pg by
Ko = [dBeq(H)/dHlp=, (Gaussian) (772)

= W [dBoq(H)/dHlig1,  (mks) . (77b)

Here the prime denotes the derivative with respect to H, and the subscript O denotes
evaluation at H=Ho. The dependences of pfo/pn and p upon Ho are sketched in Fig. 5.

Fig. 5. Sketches of (a) pgy/pn [Eq. (76)] and (b) p, [Egs. (77a) and (77b)] versus Hg for a
type-II superconductor.

In Sec. II we discussed the normal-state magnetic diffusivity Dy, the normal-state
skin depth 8p, and the normal-state flux diffusion time tn. In the mixed state of the
type-1I superconductor, the corresponding quantities are the flux:flow magnetic
diffusivity,

Dpy = ppoc?/4m(, (Gaussian) (78a)
= po/ Mol - (mks) (78b)

the flux-flow skin depth,

8 = @Dpy/1/2, (79)
80 = (Prc2/2mip1/2  (Gaussian) (79a)
= (2pp/igpo® /2, (mks) (79b)

and the flux-flow flux diffusion time,

T = a2/2Dg, . (80)

Shown in Fig. 6 are sketches of Dy, 8¢, and 1y, normalized to their values in the
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scale) versus Hg for a type-II superconductor. See Egs. (78)-(80).

normal state just above Hcg, versus Ho. Note that Dy, and 8¢, vanish and g, becomes
infinite at Hg=H.1. Moreover, at H¢g all three quantities exhibit discontinuities, which
arise from the discontinuity of p,.

In terms of these flux-flow quantities, Eq. (73) can be expressed as®
B(t) = Beq(Ho) + Ref{iboe 1) , 81)
where fi=p'+iy" and
w/ug = f1(x) = folx)cosP(x) (82)
1'/ug= folx) = folx)sinBx) , (83)
where fog, 1, f2, and B are the same functions as in Egs. (55)-(58), except that here
x = aV2/8g = Qurg) /2. (84)

Note that x now depends strongly not only upon frequency but also upon the applied dc
field Ho via the dependence of pg, upon Ho.

Just as the loss per cycle per unit volume of a normal cylinder can be calculated
from Egs. (25) and (56), the loss per cycle per unit volume of an ideal, type-II
superconductor can be calculated from Egs. (25) and (83):

Wy = (nb2/4nugfa(aV2/8) (Gaussian) (852)
= (nba/koof2(aV2/8g) . (mks) (85D)

For fixed bg and o, but varying Hg, we see that Wy is maximized when
1'=pof 2 is maximized, where both pg and 3g) depend upon Ho.

Hlustrating the expected qualitative dependence of u' and p" upon Hg at different
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Fig. 7. Theoretically calculated [Egs. (82)—(89)] curves of pu' versus Hop at various
frequencies and corresponding normal-state skin depths 8y, for eddy-current
losses.
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Fig. 8. Theoretically calculated [Egs. (82)-(89)] curves of p" versus Hg at various
frequencies and corresponding normal-state skin depths &p for eddy-current
losses.
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values of the frequency, Figs. 7 and 8 exhibit curves of p' and p" computed from Egs. (82)
and (83) with the crude model approximations of Egs. (86)-(89),

Pro = [BeqlHo)/Bealpn . (86)
Beq(Ho) = Beal(H-H ) /(Ho,-H2 /2, (87)
dBeqlHo)/dHo = BegHo/[(H o-H2, (H 5-H2 IV/2, (88)
1o(Ho) = HegHo/ [H g-H2 H5,-H2 IL/2 (89)

According to Eq. (89),

HolHc2) = [1-(He1 /He?I ! > 1, (90)

and the magnitude of the discontinuity of u at Heg is [(Hea/He1)2-11-1.

Measurements of p' and p" in nearly ideal, highly reversible samples of NbTa

alloys were reported in Ref. 5. The measured dependences of p' and p" upon Hg at
different frequencies for two samples with different Ta concentrations are shown in
Figs. 9 and 10. In these samples, the dissipation is dominated by flux flow over a wide
range of fields. Flux-pinning effects, however, play an important role near H¢j. As
expected when viscous losses are dominant, both p' and p" exhibit strong frequency
dependence. The expected discontinuity in p' and p" at Heg is smeared out over 2hg, the
field resolution width of the experiment. The experiments of Ref. 5 confirm that in
nearly ideal type-II superconductors, the complex permeability components p' and p"
can be calculated using the theoretical approach described here.

Fig. 9.
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Measurements [Ref. 5] of the real and imaginary parts of the ac permeability as

a function of the dc applied magnetic field Ho for a NbTa alloy containing 0.5
at. % Ta. H¢o(4.2K) = 2.87 kOe.
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Fig. 10. Measurements [Ref. 5] of the real and imaginary parts of the ac permeability as
a function of the dc applied magnetic field Ho for a NbTa alloy containing 11
at. % Ta. Hco(4.2K) = 4.42 kOe.

In the conventional superconductors, the linear relation [Eq. (67)] between E and

-
J holds at low temperatures only for samples containing very few pinning centers or
for average driving current densities well above the critical current density Jc. On the

other hand, in the high-temperature superconductors there often is a wide range of tem-
peratures T near the critical temperature T where thermally assisted flux flow®:10

occurs, resulting in a linear relation E = pth‘_f. but where the thermally activated
resistivity pth is generally a more complicated function of B and T than assumed, for
example, in Eq. (86). The physics of the time-dependent behavior of the magnetic flux,
however, remains exactly as discussed above, except for the simple replacement of pf by

Pth.

In hysteretic type-II superconductors, in which flux pinning plays an important
role, another theoretical approach to the losses must be used, which is discussed in the
following section.

IV. BULK-PINNING HYSTERETIC LOSSES IN TYPE-II SUPERCONDUCTORS

As is seen from Eq. (85), the loss per cycle per unit volume Wy in an ideal,
pinning-free, type-II superconductor depends strongly upon the frequency. In the
presence of pinning, magnetic hysteresis plays a significant role, and if hysteretic
losses dominate, the loss per cycle W becomes independent of frequency. It can be
argued as follows that hysteretic losses dominate when the electric field obeys E<<pgJc,
where pf is the flux-flow resistivity and J¢ is the critical current density. Assuming
that, for J>J¢, E=pf(J-J¢), as discussed by Kim and Stephen,? the rate of energy
dissipation per unit volume can be written as

JE=E2/pr+JcE. ©1
The first term on the right-hand side of Eq. (91) represents the eddy-current, flux-flow,
or viscous losses discussed in Sec. III. The second term, which describes the hysteretic

losses, gives the rate of heat generation per unit volume near the pinning centers that
impede vortex motion. By comparing these two terms, we see that the hysteretic losses
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dominate when E<<pgJ¢, that is, when the electric field generated by vortex motion is at
a relatively low level, close to the foot of the curve of E=pf{J-J¢) versus J. This condition
also requires that J not greatly exceed the critical depinning current density Je.

It is perhaps surprising that a complete theory does not yet exist for the
calculation of both hysteretic and eddy-current losses when J hasa component locally

parallel to B. In this case, it is possible that flux-line cutting may occur!1-13 or that the
vortex array may split up into domains.14 The theory for hysteretic losses accounting
for flux-line cutting has been discussed in Refs. 15 and 16, but in this paper I discuss
only the situation where the theory is best established, the case for which the current

density 3) is always locally perpendicular to ﬁ

The most important quantity determining the hysteretic losses is the critical
current density J¢, which at constant temperature is a function only of the magnetic
flux density B. Usually, J¢(B) is a monotonically decreasing function of B, decreasing
from its maximum value J¢(0) at B=0 to Jc=0 at B=Bco. The origin and properties of
Jc(B) are discussed in much greater detail in Ref. 10.

The basic equations needed for the computation of hysteretic but otherwise

isotropic superconductors, for which 3 is perpendicular to g are

E=pd-J0. (92)

- A

J =JcE, (93)
A D

where Jc>0 and EzE/E,

=2 o -

E=Bxv/c (Gaussian) (94a)
e

=Bxv, (mks) (94b)

-
where v is the local vortex velocity,

5
VeB=0, (95)
-
V.E =0, (inside), (96)
o A
H = Heg(B)H, (97)
or
- A
B = Beg(H)B, (98)

A > A >
where B=B/B and H=H /H,
- —
VXE=-c19B/ot (Gaussian) (99a)

=9B/ot, (mks) (99b)
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- -
VxH = (4n/c)J (Gaussian) (100a)
-2 -
VxH=J. (mks) (100b)
At low frequencies when E<<pgJe and J=J¢, the critical state equation holds:
IVxH| = (4n/clJe  (Gaussian) (101a)
=Jdc. (mks) (101b)

The equations (92)-(101) need to be solved simultaneously with the
corresponding equations for the fields outside the specimen, subject to the boundary

conditions at the surface, one of which is that the normal component of -E-; be
continuous. If there is no surface barrier (no barrier to vortex entry and exit, no surface
pinning), then there is an additional boundary condition that the tangential

-
component of H be continuous: For example, if the specimen is a long cylinder

subjected to an externally applied parallel magnetic field ﬁa, the boundary condition at
the surface is Ha=Heq(B). On the other hand, if there is an appreciable surface barrier
[barrier to vortex entry and exit, surface pinning not accounted for in J¢(B)], then the

boundary condition on the tangential component of ﬁ is more complicated. For
example, if the specimen is a long cylinder subjected to an externally applied parallel

magnetic field ﬁa. the boundary condition at the surface is Ha=Hen(B)>Heq(B) if the
surface is unstable to the entry of vortices or Hy=Hex(B)<Heq(B) if the surface is unstable
to the exit of vortices. There exists a range of applied fields Hex(B)<Ha<Hen(B) for which
the specimen remains in a metastable state, and neither entry nor exit of vortices
occurs. The surface boundary conditions and the expected B dependence of Hep(B) and
Hex(B) are discussed at greater length in Refs. 17 and 18.

The nonlinearities introduced into Egs. (92}-(101) and the boundary conditions
via the nonlinear B dependence of J¢, Heq. Hen. and Hex make it impossible to obtain
analytic solutions for the flux-density profiles and ac losses for arbitrarily large ac
field amplitudes. In this case numerical solutions are required. A description of how to
obtain such solutions in slab geometry is given in Ref. 18. Many useful results can be
obtained, however, by linearizing the equations when the ac field amplitude is quite
small.

Consider the hysteretic losses in a type-II superconducting cylinder of radius a in
a parallel applied field,

H, = Hg + hgcosot (102)
Ba = Bo + bocosat , (103)

where hg<<Hg and bg<<Bg. Assume no barrier to vortex entry and exit. The response of
the superconductor at radial coordinate p is

H(p.t) = Ho + hi(p.t) (104)

B(p.t) = BegHo) + b1(p.t) . (105)

where |h] l<<Hp and Ib) I<<Beq(Ho). Denote quantities that are generated by ho and bo
by subscripts 1. Then

I_‘:)l =E1$ . (106)
A
J1=d10. (107)
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A A A
where$ is the unit vector in the azimuthal direction (p=zxp). Starting from Egs. (92)-
(101), the resulting linearized equations inside the superconductor are, suppressing the
space and time arguments p and t in Ej, J1, hj, and by,

Ej = pgplJ1-Jco), J1>Jeo (108a)
=0, ~Jeo <J1 <J0 (108b)
= ppJ1+Jco), J1 <Jco (108¢)

where pg, is defined in Eq. (76), and

Jeo = We(B)IB=Beqy(Ho) - (109)
p19(pE]) /9p = ' 1oby /ot  (Gaussian) (110a)
=-dbj/dt, (mks) (110b)

-8h1/8p = (4n/cJ1  (Gaussian) (111a)
=J1, (mks) (111b)

b1 = h}[dBeq(H)/dHIH=H, , (112)
by =pghy  (Gaussian) (113a)
= pugioh1,  (mks) (113b)

where the dimensionless differential permeability g, is defined in Eq. (77).
When |Ej | <<pgyJco, the critical state equation,
ohj/dp =t(4n/c)Jco (Gaussian) (114a)
=+Jco, (mks) (114b)

determines the critical-state profiles of Hj and Bj versus p. Let us introduce Hy as the

field step at the surface needed to push the critical state profile to the center of the
specimen. Then, according to Eq. (114),

Hy = (4rn/clcoa (Gaussian) (115a)

=Jcoa. (mks) (115b)

For example, if Jco~105A/cm? and a~0.1 mm, MOH} ~ 0.1 T=1KkG. Let us also
introduce Lp as the depth of penetration of a critical-state profile with an applied field
step ho. Then,

Lp = (c/4mho/Jeo  (Gaussian) (116a)
=ho/Jeo. (mks) (116b)
For example, if poho~0.1 T = 1 kG and Jco~10%A/cm?, L,~0.1 mm. The critical-state

profiles of hj(p,t) versus p have a slightly different appearance depending upon whether
ho<H}, (Lp<a) or ho>Ht*) (Lp>a). These are shown in Fig. 11a and b, respectively, as the
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Magnetic field profiles for bulk pinning, hj(p,t) versus p, for (a) ho<Hy (Lp<a)

and (b) ho>H, (Lp>a). The left side shows the cases for H, decreasing with time
and the right side shows the cases for Hy increasing.

straight-line segments obeying the boundary condition hj(p,t) = hocoswt. With the help
of Eq. (113), we easily obtain bj(p,t) and the volume average

bit) = (2/a2) jgdppm(p.t) .

(117)

Substitution of by into Egs. (13a) and (13b) with n=1 yields, after a tedious calculation of
the Fourier integrals, the complex permeability ji=p'+iu", where

W/ = €169

W'/ug=gol) .

In contrast to Secs. II and III, here we have

x=ho/H} =Lp/a,
and
5
g1 =x(1-7 %, 0<x<1
2 1 5x2 * 132
=1+;[(—2+%{—3—2)9+(—3—x+1——8—+ 28 ) sin®
1 x2 x2
+7 +7 ~15)8in20+ (54 +75)sin30
%2
+(—§8'2)sin49]. x>1
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where

80 = 2sin"1(x1/2) (122a)
«l) =7, (122b)
89 =0, (122¢)
gz(x)=54; ,‘(1_’5‘)' 0<x<1 (123a)

sy 0-3x). x21 (123b)

The functions g; and go are plotted as functions of x in Fig. 12. Note that g2 has its
maximum,

g;"a" =2/3n=021, (124)

at x=hg/Hj=Lp/a=1. Note also that, in the limit of very weak pinning, HS—0, Lp—ee,
X—300, g9—30, g1—1, such that iI—-)u(').
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Fig. 12. Plots of the functions gy=p'/ p.(') (right scale) and gzzu"/u(') (left scale) [see Eqgs.
(118)-(124)] versus x=ho/Ht‘,=Lp/a. as well as their ratio go/g1=p"/p’ (left scale),
for bulk-pinning hysteretic losses.

Both p' and p" [Egs. (118) and (110)] depend strongly upon Ho via their dependence
upon both p,(') and x=ho/Hb=Lp/a, which, via Eq. (115) or (116), involves the dependence

of Jc upon Hg. To illustrate the expected behavior of u' and p" upon Ho, Figs. 13 and 14
exhibit theoretically calculated values of p' and p", computed using the models of Egs.
(86)—(89) and the following model for J,

Jc(B) =Jc(0)(1 - B/Bc2)/(1 + 3B/2Bc2) . (125)

Thus, the Hp dependence of x is determined by
x = x0lJc(0)/Jc(B)] , (126)

where

197



Tl ——————————

(<]
b
2]
o
N

Ho

Fig. 13. Theoretically calculated [Egs. (118)-(127)] curves of u' versus Hg at various
values of xg [Eq. (127)] for bulk-pinning hysteretic losses.

050 |
045
040 |
035
030
2025
020}
oI5}

0.I10 |-

0.05 |-

Fig. 14. Theoretically calculated [Eqgs. (118)-(127)] curves of u" versus Hg at various
values of xg [Eq. (127)] for bulk-pinning hysteretic losses.
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x0 = chpo/4nJc(0)a (Gaussian) (127a)
=ho/Jc0)a. (mks) (127b)
Jc(B) is given by Eq. (125) and B=Beg(Ho) by Eq. (87).

Experimental measurements of p' and p" in plastically deformed niobium were
reported in Refs. 19 and 20. That the complex permeability was dominated by
hysteretic effects, rather than eddy-current effects, was shown by the lack of any
frequency dependence of pu' and p". The experiments also revealed dependences of p' and
W' upon Hg and hg very similar to those predicted in Figs. 13 and 14, with structure at
Ho=Hc) -and Hca.

According to Egs. (25), (119), and (120), the energy loss per cycle per unit volume is

W = (tba/4mugald  (Gaussian) (128a)

= (tb2/molygald) . frks) (128b)

where x=hqg/ Hl; =Lp/a. For fixed bo and @, Wy is maximized when
u"=u(')g2 is maximized. Both u(') and x depend upon Hg, but, because the Hp dependence
of p, is slow except near Ho=Hc1, the maximum loss occurs when x~1, ho=Hg, or Lp~a.

When x=ho/Hl;=Lp/a<<1. it is appropriate to use the small-argument
approximation,

g2olx) = (4/3m)x, x<<1. (129)

Then Wa=Wy/(a/2) is proportional to hg:
Wa = chop/24n2co  (Gaussian) (130a)

= 2hJuop: /330 (mks) (130b)

Note that in this case the losses are confined to a narrow region of thickness Lp<<a
close to the surface.

For the case of bulk ceramic high-temperature superconductors, there is an
important complication arising from the granularity of these materials. As stressed in
Ref. 21, rather than there being only one parameter, J., describing hysteretic losses,
there are two. These are Jcg, the intragranular critical current density (g = grain), and
JcJ, the intergranular critical current density (J = Josephson). Since J¢g often is orders
of magnitude smaller than Jg, this leads to the well-known weak-link problem, which
severely limits the transport critical current densities of bulk high-temperature
superconductors. This problem can be avoided only by dealing with single crystals or
with materials in which the microstructure has been strongly textured.

An elementary analysis of the hysteretic loss per cycle has been carried out in
Ref. 22, which treats cylindrical samples of radius R containing grains modeled as
cylinders of radius Rg. Analytic results are worked out under the assumption that the
critical current densities Jcg and Jeg can be taken to be slowly varying functions of B
over the range of fields seen by the specimen during each cycle. Nevertheless, the
expressions are very complicated, primarily because there are now two dimensionless
parameters, Xg = ho/H;) g = Lpg/Rg for the intragranular behavior (characterized by Jeg
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and xj = ho/Hl‘)J = LpJ/R for the intergranular behavior (characterized by Jcg). As the
temperature is varied and the dc bias field Hg is held fixed, granular materials
sometimes exhibit two peaks21:23 in p", one near T given by the condition that xg = 1,
and one at lower temperatures given by the condition that xj = 1, as can be understood
from Fig. 12.

A complete analysis of the ac susceptibility accounting for hystereti¢ effects has
been developed by K.-H. Miiller and coworkers (Refs. 24-26). A description of much of
this work is given by Miiller elsewhere in this volume.

V. SURFACE LOSSES IN TYPE-II SUPERCONDUCTORS

In Secs. III and IV we considered situations in which the losses in a type-II
superconductor were dominated by either eddy-current losses or bulk-pinning
hysteretic losses. Also introduced in Sec. IV were the quantitites Hen(B) and Hex(B), the
values of a parallel field at which, in the presence of a surface barrier, for a given value
of B just inside the surface, the surface is unstable to entry and exit of vortices,
respectively. For most of the results of Sec. IV, however, it was assumed that there was
no barrier to vortex entry and exit and that Hen=Hex=Heq. In the present section, we
consider the situation for which the measuring frequency is so low that eddy-current
losses are negligible (3fp>>a) and the bulk critical current density is so small that bulk-
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