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Preface 

The workshop entitled Magnetic Susceptibility of Superconductors and other Spin 
Systems (S4) was held at Coolfont Resort and Health Spa. located near Berkley Springs 
West Virginia on May 20-23. 1991. There were over sixty attendees. approximately half 
from the United States. the remainder representing over twelve different countries. The 
international character of the workshop may be gleaned form the attendee list, included in 
this volume. 

The intent of the workshop was to bring together those experimentalists and 
theoreticians whose efforts have resulted in significant recent contributions to the 
development and use of the ac susceptibility technique as well as to the interpretation of 
data obtained from these measurements. Many spirited discussions occurred during and 
after the presentations. These are reflected in the manuscripts contained in these 
proceedings. Although camera ready manuscripts were required from all participants at 
registration, all manuscripts were revised and reflect the lively exchanges that followed 
each presentation. The small size of the workshop allowed the participants a high degree of 
flexibility. Consequently when a controversial topic such as "the irreversibility line" 
emerged, a special session was organized on the spot. At the suggestion of Ron Goldfarb, 
participants were invited to contribute a one page summary containing their thoughts on the 
topic. These stand alone contributions were retyped and included as submitted, with only 
minor editorial changes. 

These proceedings are intended for those experienced scientists new to the field and 
graduate students just beginning their research. We have all at one time or another 
experienced frustration in trying to follow the detailed arguments in a paper. Frequently 
terms are not defined, and crucial steps are omitted which are familiar to the author but not 
to the uninitiated experienced scientist or graduate student beginning his or her research. 
Thus in our initial contacts with the.invited speakers, it was emphasized that it was our 
perception that many articles appearing in the scientific literature lack sufficient detail, be it 
experimental or theoretical, to allow the working scientist to readily evaluate the relative 
merit or correctness of a given experimental result or theoretical model. Therefore we 
stressed that manuscripts to be published in the workshop proceedings should contain 
sufficient experimental and theoretical detail so as to overcome our perceived shortcomings 
of the current literature. Quoting from a letter sent to the attendees by the organizing 
committee: Referring the readers to unpublished works for details is "streng Verboten", 
i.e. not allowed. Also in place of the "it is easily shown that - ", theorists were urged to 
take a few paragraphs and show us just how easy it is to do whatever it is that "is easily 
shown". These same principles applied to the contributed articles. In general everyone 
cooperated and the results of their efforts are contained in these proceedings. 

Because of the emphasis on basics and fundamentals, some repetition was 
unavoidable. We believe that this will provide access to alternative derivations and 
discussions that should aid in the communication, and as a result most contributions can 
"stand alone" thus avoiding much cross referencing. 
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Without the fmancial support of the Office of Naval Research and DARPA, as well 
as the help and cooperation of the University of Washington and the Naval Research 
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PROLOGUE 

R. A. Hein 

University of Washington 
Seattle, WA 

INTRODUCTION 

The discovery, in 1987, of superconductivity in the YBa2Cu307-8 system with 
transition temperatures in the vicinity of 90K, has led to the wide spread use of ac induction 
techniques to characterize the superconducting parameters of this new class of high T c 
superconductors. These workshop proceedings document, in considerable detail, the 
experimental techniques and the theoretical models and concepts that have evolved during 
the past four years to account for the magnetic and electrical properties of these granular 
superconductors. To appreciate some points of controversy discussed by the participants 
in the workshop, one should be aware of a few historical facts associated with ac magnetic 
susceptibility measurements. 

For 22 years between the discovery of superconductivity and the experiment of 
Meissner and Ochsenfeld1, who used a small flip coil and a ballistic galvanometer or flux 
meter to probe the magnetic field around a superconducting sphere in the presence of an 
external dc magnetic field, the magnetic properties of superconductors were regarded as 
uninteresting. It was obvious that these properties follow from Maxwell's equations in the 
limit of infinite electrical conductivity, hence why waste precious liquid helium to check the 
obvious? The discovery by Meissner and Ochsenfeld that superconductors possess unique 
magnetic properties, not derivable from the infmite electrical conductivity aspect, led to the 
development of ac and dc mutual induction techniques to search for ·new superconductors 
and to study the magnetic properties of known superconductors. 

Kurti and Simon2 used the dc ballistic inductance method to discover 
superconductivity in Cd and Zn with Tc values of 0.54K and 0.87K respectively. 
Shoenberg3 used an ac self inductance bridge in his study of the intermediate state in Sn (Tc 
= 3.72K) and Daunt4 used an ac mutual inductance technique to investigate ac shielding 
effects. In the 50 years which have preceded the discovery of high T c superconductors, 
there has been much discussion about the interpretation of magnetic susceptibility data 
obtained by induction type measurements. A few selected highlights will serve to give the 
reader an appreciation for difficulties encountered in the interpretation of the data. 

BULK VERSUS NONBULK RESPONSE 

It appears that until the 1960s, the dc ballistic mutual inductance technique was 
preferred over ac techniques because of complications associated with eddy current losses 
in the intermediate stateS and because of the relative simple experimental requirements; one 
needs only a battery, coil system and a ballistic galvanometer. In addition, one can readily 
measure the total magnetic moment of the sample by simply moving the sample from the 
center of one secondary to the center of the other in the presence of a dc magnetic field as 
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the resulting deflection or "throw" of the ballistic galvanometer is proportional to twice the 
sample's magnetic moment, M. Thus in a given experiment one can measure M in the 
presence of a dc magnetic field as well as ~MI; where AM is the change in M caused by 

the application of the incremental dc magnetic field, .6H. Early popularity of the dc ballistic 
inductance measurements also stemmed from the belief that these responses reflect bulk 
properties of the sample. Consequently, one could use magnetic measurements of the 
critical magnetic field curve of bulk samples to derive thermodynamic quantities, i.e. the 
specific heat jump, .6C(T=T C), the electronic specific heat coefficient, y, etc. Such 
calculations were routinely done even though R. P. Hudson6 had shown that the 
superconducting "bulk" transition in PbTe does not occur when the sample was in the form 
of a powder. This experiment clearly demonstrated that small amounts of superconducting 
impurities, in this case free Pb, can give rise to magnetic responses that mimic a "bulk" 
response. 

In 1949, Daunt and Heer7 used the dc ballistic method to measure the critical 
magnetic field curve of Zn chips imbedded in a paramagnetic salt pill used to produced the 
required low temperatures. They reported the observation of an "excessive 
paramagnetism" as the sample warmed in the presence of an applied dc magnetic field. This 
feature was attributed to the formation of multiply connected superconducting regions by 
the Zn chips. This interpretation was cast into doubt by the data of Steele and HeinS on 
Cd. These workers at the Naval Research Laboratory, Washington, D.C. were new to the 
field and were part time graduate students. Their results, shown in Figure 1 were obtained 
on a chemically pure, annealed cylinder of Cd, hence the mutiply-connected region 
argument of Daunt and Heer seemed inappropriate. Clearly what one is seeing is the 
response of a reversible intermediate state. Shoenberg had shown, in 1937, that the 
positive, i.e. paramagnetic, dM/dh of the intermediate state is readily observed in the 
behavior of the real part, x'H(T), of the complex ac magnetic susceptibility. Thus Steele9 

pointed out that the "excessive" paramagnetism observed by Daunt and Heer need not 
imply multiply-connected regions. How this comes about as a result of the Meissner­
Ochsenfeld effect is shown with the aid of Figure 2. Figure 2a consists of a series of 
isothermal magnetization curves appropriate for a spherical sample exhibiting the Meissner­
Ochsenfeld effect. In this case the magnetization curves are thermodynamically reversible 
and M(T) attains its maximum diamagnetic moment of (-l/41t)He(T) when the applied dc 
magnetic field, Hde is equal to (I-N)Hc(T). Here N is the demagnetization factor which 
equals 1/3 in the case of a sphere and Hc(T) is the thermodynamical critical magnetic field. 
There are two basic types of susceptibility measurements employed in the search for, and 
study of, superconductors: (a) the incremental dc or ac measuring field is the only magnetic 
field acting on the sample and (b) the measuring field is a superposition on an applied dc 
magnetic field. In the latter case, this discussion will be restricted to the situation where the 
measuring field and Hde are collinear in direction and Hdc>.6H. 

Case (a). This is the one usually employed in the search for new superconductors 
where one observes xo(T) = (.6M/.6H)Hde = 0 as a function of temperature: here .6H is the 
incremental dc field applied in the dc ballistic technique. In the ac techniques one is 
concerned with (dMldh) where h is the ac magnetic field used in the measurement, 
sometimes referred to as the excitation field. If the sample is cooled in zero applied 
magnetic field and Xo(T) is measured as the sample warms from T<<Te, the initial value of 

XO(T) is [l/(l-N)](-l/41t) which for a sphere will be -3/81t, see Figure 2b. As the sample 

warms, xo(T) is a constant until the temperature Tin is attained at which temperature the 
perfect shielding property of the superconducting state breaks down as the sample begins to 
enter the intermediate state. Tin is a function of the measuring field and sample's 
demagnetization factor. It is given by .6H = (l-N)Hc(Tin). With further increase in T, 

xo(T) decreases in magnitude and attains the value appropriate to the normally conducting 

state of the material, usually zero, at a temperature Teom which is a function of ~H alone 

and is given by .6H = Hc(Team). In this case the transition width Team-Tin is governed by 
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Figure 1. The incremental magnetic susceptibility XH(T) = (dM/dH)Hdc ¢ 0 of a 
cylindrical shaped sample of cadmium (Cd) as measured by a dc ballistic 
mutual inductance technique. The galvanometer deflection, proportional to 
XH(T), has been set equal to zero for the sample in its normally conducting 
state. For these measurements Hdc = 16.5 Oersteds (Gauss) and dH was 
approximately 1.0 Oersteds. The magnetic susceptibility of the paramagnetic 
salt, included in the figure, was used to determine the temperature of the 
sample as the system warmed from the low temperatures produced by the 
adiabatic demagnetization of the paramagnetic salt. The region AB denotes the 
full diamagnetic shielding state of the superconducting Cd sample while EF 
denotes its normal state. CE denotes the region of "excessive paramagnetism". 
(taken from reference 8) 
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Figure 2. (a) Isothennal magnetization curves, for selected temperatures, modeled for a 
superconducting sphere, of dimensions large compared to the superconducting 
penetration depth, which exhibits the Meissner-Ochsenfeld effect. Included in 
this figure are two fiducial points, or values for the dc magnetic field, Hdc, i.e. 
Hdc = 0 and Hdc "* 0 as well as schematic representations of the magnitudes of 
LUI and hac. (b) Model response for XO(T) for a given LUI or hac as a function 

of temperature. (c) Model response for XH(T) for a given ~H as a function of 
temperature showing the differential paramagnetism of the reversible 
intermediate state. A similar response will be observed with hac but the 
definitions of Tl----T4 will be slightly different due to the ac nature of dh. 
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N, Mi and the initial slope of the critical magnetic field curve, (dHc(T)/dT}T=Tc. Note that 

xo(T) is always diamagnetic. 

Case (b), here one has, see Figure 2c, a dc magnetic field applied to the sample 
such that Hdc + 8H < (l-N)Hc(TO) where TO«Tc is the temperature at which the 
measurement of XH(T) is initiated. Once again XH(T) starts out at -3/81t and remains 
constant at this value until a temperature T 1 is reached at which temperature Hdc + 8H = 
(1-N)Hc(Tl). As the sample warms XH(T) becomes less diamagnetic, passes through zero, 

and takes on positive values reaching a maximum positive value of (l1N)(l/41t) at T = T2 

which is given by Hdc = (1-N)Hc(T2) and the maximum positive value, +3/81t, in the case 
of a sphere is just twice the magnitude of the full diamagnetic shielding value. Upon 
further warming XH(T) remains constant at this positive value until a temperature T3 is 

attained at which XH(T) starts to decrease. T3 is given by Hdc+8H = Hc(T3). Note that 
while XH(T) defined as M(T)/H is always diamagnetic, the incremental or differential 

susceptibility is positive for T in the interval T2 to T3. With further increase in T, XH(T) 
continues to decrease and attains the value appropriate for the normally conducting state at 
T4, where T4 is given by Hdc=Hc(T4). Note that T4 is not a function of N, and hence the 
point at which XH(T) = 0 is a measure of Hc(T). Note also that the relative magnitudes of 
the positive and negative constant levels is a measure ofN. Any deviations from this result 
is an indication of nonideality in the magnetic response of the sample caused by either time 
effects or magnetic losses. 

Figure 3a displays data10 on an annealed 1.2 cm diameter Sn sphere. The M vs. H 
and 8M!8H vs. H data were obtained by the dc mutual inductance technique whereas the 
dMldh vs. H data were obtained with the same coil system using the ac mutual inductance 
method. The agreement with the model results is viewed as excellent. Deviations from 
model predictions are presumed to be related to time effects and eddy current losses. 
Figure 3b displays data obtained on a machined 1.2 cm diameter sphere of Ta. The M vs. 
H data show considerable hysteresis and no differential paramagnetic effect (DPE) is 
evident in the ac data, i.e. dM/dh vs. H. 

The dc data show a modified DPE in that the first application of 8H after an 
increase in Hdc results in a positive value for 8M/MI. The subsequent removal of Mi and 
all subsequent applications and removals result in the full diamagnetic value for 8M/Mi. 
Generally speaking most published reports of 8M/Mi obtained by the dc technique are 
based on an average of several on and off readings - thus the "initial" 8M/8H value is 
ignored or lost in the averaging procedure as well as in any ac measurement. For a detailed 
discussion of how these data relate to the minor hysteresis loop associated with Mi and the 
effects which "sweeping" the Hdc field has on the ac data, the reader is referred to reference 
10. 

The above explanation of the "excessive paramagnetism" of Daunt and Heer 
as being a manifestation of the DPE clearly rules out their "multiply - connected" 
explanation. The DPE can only be observed if the sample is exhibiting a reversible 
magnetization curve, i.e. one which has magnetic hysteresis that is small compared to 8H 
or dh which are usually in the 10-1 to 10-3 Oe range. 

This explanation raises the question of why earlier workers using the dc mutual 
inductance technique did not observe a DPE. In fact, Kurti asked Hein this very question. 
In Kurti's case it was because the incremental field change, -8H to +8H, in his technique 
was larger than the intermediate state interval of his Cd and Zn samples. In the case of 
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Figure 3. (a) Measured isothermal magnetization curve, M vs. H, of a nominal 1.3 cm 
diameter machined and annealed sphere of tin along with the corresponding 
magnetic responses as measured by the dc and ac mutual inductance methods. 
The temperature of the sample was 3.17 K and the magnitudes of L\H and dh 
were both 1.8 Oersteds. The frequency of the ac measuring field was 30 cps. 
In the dc ballistic technique, galvanomettrs of two different time constants 
were employed. Note that in some cases the application, removal and 
reapplication of L\H resulted in slightly different values for XH(3.17K). (taken 
from reference 10) (b) Same type of data as in (a) for a machined but 
unannealed 1.3 cm diameter sphere of tantalum. Note the large discrepancy in 
the responses to the first and second application of L\H. (taken from reference 
10) 

other workers one presumes that it was a lack of chemical and/or physical purity in the 
samples, i.e. the magnetization curves were too hysteretic. 

The DPE, if of the correct magnitude for the sample shape, allows one to 
definitely conclude that the sample is exhibiting "bulk" superconductivity. Note that to see 
this effect the incremental measuring field L\H must be small compared to the range of field 
over which the intermediate state exists. The DPE has been observed in most "soft" 
superconductors. Serinet al.II in their study of the isotope effect in Hg used the ac mutual 
inductance method and observed a DPE. They took the peak in X'H(T) as a measure of 
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Figure 4. XH(T) of the superconducting alloy LaPdzGez for four values of Hdc. Note the 

case for Hctc = 0 was denoted as Xo(T) in figure 2b. (taken from reference 13) 

Hc(T). This is an incorrect assignment; but, if the demagnetization factor is small the error 
involved is small and clearly of no consequence in the comparative type study utilized to 
observe the isotope shift. 

It was quite a surprise when Smith et al.12 reported the observation of a DPE in the 
compound AuGa2 when the material was subjected to pressures in excess of 15 kbar. 
Since then, Hull et al. 13 have also reported that the ternary intermetallic alloy LaPdzGez 
also exhibits the DPE, see Figure 4. To the author's knowledge these are the only two 
"alloys" for which a DPE has been reported in ac magnetic susceptibility data. 

If under correct experimental conditions a DPE is not observed. than one must 
render the sample into the form of a powder in order to rule out the effects of trace amounts 
of superconducting impurities. Conversely if one knows he is dealing with a bulk 
superconductor, the DPE can be used as a measure of the samples "effective" 
demagnetization factor. Clearly xo(T) data on bulk samples can not be used as a definitive 
test for "bulk superconductivity", for such data do not reflect the "Meissner Ochsenfeld" 
effect. 

FILAMENTARY VESRSUS SURFACE SUPERCONDUCfIVITY 

Maxwell and Strongin's work14 on alloys gave rise to a renewed interest in the 
behavior of the imaginary, or loss, component of the ac magnetic susceptibility. Whereas 
Shoenberg's pioneering work showed that an extra loss peak in X"H(T) is due to increased 
eddy current losses in the intermediate state, Maxwell and Strongin took the observation of 
a loss peak in XO" and XH" as evidence for filamentary superconductivity and developed 

an "effective conductivity" model to account for the behavior of x' and X". The existence 
of two or more loss "peaks" was regarded as evidence of multiple superconducting phases 
being present in the alloy. This filamentary argument invoked considerable controversy, 
see Strongin et.al.15• 
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When it was noted that that the changes in x' and X" occur in the high field tail of 
the dc magnetization curve, their behavior was taken as reflecting magnetic hysteresis 
effects associated with the surface superconductivity of Saint-James and de Gennes16• 
Starting with the works by Paskin et alP, Fink and Barnes18 and Fink19, a myriad of 
papers appeared dealing with calculations of the magnitude of the peak in X" and its 

position with regard to the overall change in x'. These calculations consider the behavior 
of minor hysteresis loops in terms of induced surface currents in the sheath. Subsequent 
refmements of this critical state model for the superconducting current sheath appeared and 
are discused in considerable detail by Rollins and Silcox20• Whatever model one cares to 
cite, it seems as though a peak in X" occurs whose magnitude is between 0.30(l/41t) and 

0.43(l/41t) and that it occurs when x' == 0.5(-l/41t). The reader is referred to the work of 
van der Klein et al.21 for further experimental and theoretical details. Unless there have 
been developments of which this writer is unaware, the mechanism which gives rise to the 
"extra" loss in the superconducting sheet i.e. flux creep, flux flow etc. is still an open 
question22• 

THIN FILMS 

Most of the above remarks are applicable to "bulk" samples i.e. where dimensions 
are large with regard to the penetration depth. Cody and Miller23 used the ac self 
inductance technique to study magnetic transitions in "thin" films of Pb and Sn with 
thicknesses of 200 to 1200 nm. They worked with the dc magnetic field oriented parallel 
and perpendicular to the film surface and observed a loss peak in both field orientations. 
This is a comprehensive study of the ac response involving the effects of frequency, f, and 
amplitude of the ac measuring field. They found that the loss peak in their thicker films, 
while very pronounced at say f<1oo Hz, decreased in magnitude with increasing frequency 
and was not observable above some "critical frequency". In general their data indicated that 
.1R ... X"H(T) and .1L =X'H(T) were related in that .1R(max) = 0.32(21tf).1L and that the 

peak occurred when .1L = (O.5).1L(NS). They felt that magnetic hysteresis models could 
not adequately account for all details of the magnetic response especially the fact that the 
peak in thicker films occurs in the reversible portion of the high field "tail" of the 
magnetization curve. They developed an "effective conductivity" model which could 
account for all observations, including the large harmonic content in the ac response which 
occurs in the vicinity of .1R(max). In this model, flux-flow resistivity plays a dominant role 

in determining the losses. They stress the usefulness of X' and X" measurements in 

perpendicular and parallel de fields on the same specimen as a means of determining 
microscopic parameters of the superconducting state. 

Ishida and Mazaki24 also use the ac mutual inductance technique to measure the 
zero field superconducting transitions in electrodeposited films of technetium, a 4d 
transition metal. The films with thicknesses in the 2 to 5 IJlI1 range had Tc values of about 
7.5K. They observed multiple loss peaks in some of their films and followed the reasoning 
of Maxwell and Strongin in attributing this effect to sample inhomogeneities. They did not 
cite the work of Cody and Miller. 

LOW-DIMENSIONAL AND PROXIMITY EFFECT SUPERCONDUCTORS 

Ribault and coworkers2S measured X' and X" of crystals of the organic 
superconductor (TMTSF)zPF6 under a pressure of 12 kbars where Tc .. lK. They used an 
Ihaci of 0.03 Oe with f=68 Hz. and the ac field was perpendicular to the the high 
conductivity axis of the crystal. A single loss peak was observed in xo"(T) and XH"(T). 
These authors argue for "bulk" superconductivity and use the misnomer "ac Meissner 
Effect". 
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Oda et al.26 measure x' and X" of (SN)x crystals with Tc'" 250 mK. No frequency 
effects were noted, therefore eddy current losses were minimal. Data were obtained for hac 
directed perpendicular and parallel to the b axis and a single loss peak was observed. A 
point to be made here is that the authors reported a "remarkable dependence of the 
susceptibility on Ihacl". They concluded however that a complete Meissner effect was 
observed. Note well that they only observed complete ac shielding and not the Meissner 
effect. A subsequent paper26 reports on a study of the loss peak in X" as a function of 
frequency, Ihacl, its orientation with respect to the crystal axis and Hdc. The large 
sensitivity to Ihacl and relative insensitivity to Hdc led them to use a model in which the 
(SNh sample is considered to consist of electrically isolated fibers weakly coupled via a 
network of Josephson junctions. Magnetic flux passing the junctions for each cycle of hac 
gives rise to an effective resistance, hence a peak in X". Based on this reasoning, they 
postulated an equivalent loop model in which the network of junctions is replaced by a 
single loop with a weak link and calculated how such a loop leads to changes in the 
measured mutual inductance, i.e changes in m' and m". In this way, they could account 

for the observed temperature dependences of x' and X". 

The concept of multiply-connected Josephson networks also appears in the work of 
Ishida and Mazaki27 and Ishida et al.28 on technitium impregnated in a porous alumina 
substrate to form a multiply-connected network of weak links. Direct observation of the 
wave form of the output of their Hartshorn mutual inductance bridge led them to propose a 
phenomenological "equivalent loop model". The magnetization loop of the model was 
analyzed by means of Fourier analysis. Measured behaviors for x' and X" were consistent 

with those of Oda et al. From the shape of the X" peaks they conclude that the junctions 
involved were of the micro bridge type as opposed to tunnel junctions. Their model 
produced harmonics consistent with those found by the theories discussed in the preceding 
sections. 

Starting in about 1980, Oda and coworkers in Japan have used ac magnetic 
susceptibility measurements to study proximity-effect induced superconductivity in Cu29. 

Similar studies have been carried out for Cu and Ag30,31 by A. Mota and coworkers in 
Switzerland. 

These few selected categories should serve to illustrate the widespread use and 
utility of ac magnetic susceptibility measurements in studies of superconductors. This 
workshop will highlight areas in which ac magnetic susceptibility studies are currently 
playing an important role; namely, the area of granular superconductors in general, the high 
Tc oxides in particular, and magnetic spin svstems. 
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ABSTRACT 

Magnetization, ac susceptibility and electrical resistance measurements are perfonned in 
the temperature range between 1.2 and 300 K and fields from zero (earth field compensated) 

up to 5 T, by means of a multipurpose cryostat which has common cryogenics, temperature 

control system, data acquisition and controlling computer. The magnetic measurements are 

based on the determination of magnetic flux variation on a pick-up coil having two 
symmetric, oppositely wound sections, when the position of the sample is switched from 
the center of one subsection to the center of the other. For determining the magnetization the 
em/is integrated while for the ac susceptibility the mutual inductance between an exciting 
coil and the pick-up coil is detected. Voltage versus dc intensity as well as ac resistivity are 
determined by a four probe technique. Moreover, simultaneous magnetic and electric 

transport measurements may be performed, to our knowledge this being a novelty. Absolute 

values of the three magnitudes are measured with an accuracy of 1%. The sensitivity is 

10-5 Oe cm3 for the magnetization, 10-9 emu for the susceptibility and 10-8 n for the 

resistance. Illustrative measurements on high temperature superconductors, permanent 
magnets, as well as on other magnetic materials are included. 

INTRODUCTION 

Measurements of the differential (ac) susceptibility X=dMldH, the magnetization, M, 

and the resistivity, p, are widely used for the study of magnetic and electric properties of 



materials. The presence of magnetic fields modify the transport properties of conductor!> 
and, conversely, electric currents influence the magnetic behaviour. The relationship 
between electric transport and magnetic quantities is specially important in superconductors 
and in permanent magnets, both from a fundamental point of view as well as for its 
applications. Usually these experiments are performed in different apparatus, making the 
correlation of data both difficult and time consuming. Consequently, the design of a 

multipurpose system for measuring Z, M and p sharing cryogenics, temperature control, 
data acquisition and controling computer is of great interest and furthermore the sinergy of 
the process may clarify some experimental uncertainties. 

A great variety of mutual inductance methods are used in the study of magnetic 
systemsl -5• However, all are based on the detection of the emf induced by a time varying 
magnetic flux in a pick-up coil, that contains the magnetic sample. Common ways to 
produce emf are by means of alternating fields (ac susceptometers), vibrating the 
sample/coil in an applied dc field (vibrating sample/coil magnetometer) or by extracting the 
sample from the coil (extraction magnetometer) 6. 

Pick-up coils used in ac susceptometer bridges are often formed by two axially 
symmetric oppositely wound coils mounted in series. A primary coil concentric with the two 
secondaries carries a current that generates the alternating field. Ideally, in absence of a 
sample, the emf is zero and when a sample is introduced in one of the secondaries the 
imbalance is compensated with an inductance bridge or measured directly by synchronous 
detection. 

Sensitivities of the order of 2xlO-8 emu in the low frequency range are achieved 7. One 
of the limiting factors to the sensitivity is the presence of a background signal that has to be 
subtracted Different methods to balance the measurement system in the absence of a sample 
have been suggested. Between them are; a) The use of a matched, counterwound coil 
mounted in series8, b) Recording the signal difference obtained when the sample is moved 

between the centers of the two sections of the pick-up coils 7 and c) Subtraction of an ac 
waveform equal to that of an empty pick-up coil, using a differential amplifier before the 

input to the lock-in amplifier 8. 

From our experience of over two decades, we have found that sensitivities as high as 
10-9 emu can be achieved with a simple combination of these three methods. The apparatus 
described in this paper has been optimized for ac susceptibility measurements at zero field in 
the temperature range from 1.5 to 350 K. Moreover, measurements in fields up to 5 T can 
be performed with the use of a superconducting magnet. The cryogenics, coil configuration, 
temperature and magnetic field control are described in the next two sections. 

Moreover, the motion of the sample between two positions, that compensates the 
background signal in ac susceptibility, also enable the derivation of the dc magnetization by 
integration of the emf induced during the displacement. Furthermore, using the four point 
technique and the above detection electronics, ac or dc resistivity is determined, so magnetic 
and electric measurements are performed simultaneously. The multipurpose apparatus is 
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described, whereas the final sections illustrate some experimental results obtained on high 
temperature superconductors (IITS), permanent magnets and other magnetic systems. 

EXPERIMENTAL SET-UP 

Ct:yoG:enic system 

The cryogenic system, similar to that recently described by Deutz et al7, is presented in 
Fig. 1. The 5 T superconducting magnet and the induction coils are immersed in a cryogenic 
liquid (He when operation of the magnet is needed) at atmospheric pressure. For 
experiments below 4.2 K, a vacuum rotatory pump and a manostat is used to stabilize the 
pressure and thereafter the He bath temperature. Two concentric borosilicate glass tubes 
provide a contact gas or vacuum space to allow cooling or heating of the sample. However, 
the sample space is filled with He gas at atmosferic pressure except for experiments at high 
temperatures in which a low pressure (",10 mbar) is maintained to minimize liquid He boil 
off. 

A 

B 

c 

E 

--Ha-

Fig 1. Schematic diagram of the cryostat. (A) Pneumatic cylinder for commuting the 

sample, (B) vacuum connector for transport measurements, (C) contact-gas space, 

(0) sample space, (E) coil-foil tube, (F) sample, (G) primary coil, (H) secondary 
coils, (I) superconducting magnet. 

3 



Table I 
Characteristics of one primary and the two secondary coils used in the cryostat 

PRIMARY SECONDARY 
Section 1 Section 2 

Copper wire diameter (mm) 0.15 0.15 0.15 
Length(mm) 100 30 30 
Number of turns 4x563 9 x 166 9 x 166+~N 
Internal diameter (mm) 30.9 
Distance between centers (mm) 40 
Inductance (mH) 51 71 
Magnetic field in the center (DelmA) 0.55 
Resistance at 4.2 K (0) 1.9 2.3 
Resonance frequency (Hz) 330 

The mutual induction exciting and sensing set consist of one primary and two secondary 
coils wound in series opposition. Details are given in table I. The primary is wound on a 
teflon cylinder covered by capton foil; the secondary coils are wound on the primary. 
General Electric vamish and celotex cylindrical spacers are used to give dimensional stability 
to the assembly. A gold miniature four terminal connector is used for the electrical leads 
which are soldered with Cd. 

One of the secondary sections is wound with additional turns, ~N, to allow the 
compensation of the astatic pair. The mutual inductance set is constructed so that it can be 
separated from the supporting teflon cylinder by cooling to liquid nitrogen temperature. 
Afterwards, by small changes in the number of turns of one secondary, the background 
signal is minimized at room temperature and the coil set is attached to the external 
borosilicate glass tube. Two centering PVC pieces screwed on top and bottom of the 
superconducting magnet allow to fix the relative positions. 

Sample holder 

The sample holder is attached to a long rod made of a non-magnetic and low thermal 
conductivity alloy which is led through an O-ring to the attachment of a pneumatic piston, 
that can commute the sample's position. For transport measurements it has a four terminal 
vacuum connector in its upper extremity (Fig. 1). 

For magnetic measurements, delrin holders are screwed to the lower part of the rod. A 
typical example is shown in Fig. 2 a. For electric current transport and simultaneous 
transport and magnetic measurements the lower part of the rod has a four pin terminal to 
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Fig 2. 
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(a) Delrin sample holder for magnetic measurements. 

(b) Sample support for resistivity measurements. Four equally spaced 
needles are used as constant pressure contacts with the sample. The current is fed 
through the external needles, and the voltage drop is measured across the inner 
ones. 

which a typical sample holder, as shown in Fig. 2 b, is connected. The electric connections 
with the sample are made by means of mechanical pressure of gold spring needles or by 
silver paint contacts. 

EXPERIMENTAL CONDmONS 

Magnetic field 

A superconducting magnet immersed in the cryogenic bath enable to achieve dc magnetic 
fields, H, up to 5 T. The coil is energized with a Hewlett Packard power supply (model 
HP 6031A) implemented with a high stability option for inductive loads and a IEEE 488 
interface. The source output is unipolar and for some applications (magnetic hysteresis 
loops) the magnetic field must be inverted. For that reason, a computer controlled switching 

(make before break) system is implemented 9. 

A voltage source for persistent mode operation of the superconducting magnet is also 

included as well as a calibrated shunt resistance for measuring the current. The unit has also 
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been provided with logical support for verifying safety conditions needed in the control of 
the superconducting magnet. When the power supply is operated as current source a 
minimum increment of 30 Oe can be generated. For low field measurements the power 
supply is used as voltage source and a resistance is placed in series with the superconducting 
magnet. In this way field increments as low as 1 mOe can be obtained. 

Temperature measurement and control 

The temperature control system consists of three main parts: a cryogenic bath to cool the 
sample, a vacuum system which enables to isolate the sample area from the bath for heating, 
and a microprocessor based temperature controller which reads and stabilizes the 

temperature through resistive thermometers and a heater (Fig. 3) . The sample is in 

thermal contact with the cooling liquid (helium or nitrogen) by He exchange gas in the 
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Fig 3. Schematic diagram of the temperature controlling system. The digital module 
consists of a CPU that sets PID parameters, two PIA integrated circuits that 
control relais for selecting the current in the carbon-glass thermometer, the 
controlling thermometer and the heating power range; and an IEEE 488 interface 
for comunication with the main computer. The analog module consits of two 
current sources, one for each thermometer, a PID module and a power heating 
unit. IPt and ICG are voltages proportional to the actual current in the 
thermometers. VPt and VCG are the voltages in the thermometers. 



double wall container; regulation of the pressure with a vacuum system provides a control 
of heat leakage from the sample. 

Temperatures between 1.2 and 4.2 K can be attained by controlling the pressure of the 
liquid helium bath with an Oxford Instruments manostat (model M26 vacuum regulator). In 
order to keep the sample space at constant temperature throughout the measurement, the 
thermometers and heaters are placed in a cylinder of vertical copper wires (coil-foil) with a 

length of 30 cm. 

Two calibrated ohmic thermometers are used: carbon-glass and platinum. This allows 
optimum control throughout the whole range of temperature and field. For measurements at 
high magnetic fields we take advantage of the full calibration range of carbon-glass resistor 
(1.2 to 90 K) provided that its magnetoresistance is negligible. The Pt-thermometer is used 
from 90 to 350 K. At low fields the Pt-thermometer is used above 30 K provided it has 
higher sensitivity than the carbon-glass one. 

Automated temperature controller 

A PID analog temperature controller governed by microprocessor which is controlled by 

the main computer through IEEE 488 protocol (Fig. 3) has been designed and built 9. The 
analog module includes two current sources (one for each thermometer), PID processing of 
the temperature error signal and a power unit which feeds the heater. The purpose of the 
digital module is to set PID parameters. The computer program selects the controlling and 
the reading sensor according to the experimental conditions. Vref is the voltage 

corresponding to the temperature we want to achieve, for a known current through the 
thermometer. The current that feeds the Pt-thermometer is I rnA. In the carbon-glass 
thermometer the current is varied from 50 nA to 300 IlA to minimize self-heating. The PID 
constants are indicated by KD, KI and KP in Fig. 3. Finally there are four ranges of heating 
power, from 0 to 4 W. All the commands are computer controlled, allowing automatic 
operation over the whole range of temperature. From 1.2 to 30 K a temperature stabilization 
of I mK is maintained during the measurement. Above 30 K the stability becomes 10 mK 
and reaches 0.1 K above 300 K. 

DESCRIPTION OF THE INSTRUMENT 

A schematic block diagram of the measuring system is presented in Fig. 4. The sample 
is placed at the center of one of the secondary coils at given Hand T values. Two voltage 

to current converters (VCC) that can generate alternating Ciae), and dc ([de)' currents are 

used for feeding current through the sample or the primary coil. 

In the ac susceptibility measurements (Xae) a current i ae , governed in frequency and 

amplitude by the lock-in amplifier oscillator voltage (the reference) is fed into the primary 

7 



10 AI D /' 
w 

dM/ dl W 

!!:! 
Pd. 

MULTIMETE~ 

CHOPPER 
PREAMP. 

'rom OliO 

" , 
)IV 

._. , , 

SYNCHRONOUS 
FREQUENCY 
MUL TlPLIER 

Fig 4, Schematic block diagram of the complete measuring system. For Xac 

measurements, iac+Idc is led to the primary coil. The emf induced on the secondary 
coils is filtered on the low noise transformer prior to enter the A input of the lock-in 
preamplifier. The background signal is substracted using the B input. Depending 

on the reference frequency selected with the synchronous multiplier, the nth 
harmonic is measured and transferred to the computer, for both positions of the 
sample. For resistivity measurements, the excitation current is driven trough the 

current leads into the sample. For Pac measurements, the voltage drop is processed 

as in the ac susceptibility case. For Pdc' the amplified voltage is measured with a 

multi meter and transferred to the computer. In all cases, ac and dc currents are 

monitored with a multimeter. For M measurements, the emf induced by the sample 
displacement is amplified, digitized and transferred to the computer. The data are 

then numerically integrated to obtain the magnetization. The sample position is 
controlled with a pneumatically operated commutor. Lock-in amplifier: EG&G 
PAR 5301. Low noise transformer: EG&G PAR 1900. Multimeter: FLUKE 

8842A. Chopper preamplifier: ANCOM 15C3A9. 
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coil. In the absence of a sample, a background signal, due to non exact compensation of the 
two secondary sections, is obtained. The signal of the two secondaries in series is amplified 
by a low noise transformer and introduced in the A input of the lock-in differential 
preamplifier. A background compensation signal is generated by electronic amplitude and 
phase modulation of the reference and introduced in the B input. The preamplifier subtracts 
the A and B signals and, as a consequence, the sensitivity of the lock-in can be increased up 
to the noise level of the system (see below). When a sample is present in one of the 

secondary sections, a signal proportional to Xae is obtained at the output of the lock-in. 

Feeding a dc current through the primary, Ide' we may compensate the Earth's magnetic 

field or study Xae in weak dc fields. A synchronous frequency multiplier 9 generates an 

external reference that is used for the harmonic analysis of the Xac signal. 

The iae and Ide values are read by a multi meter connected to the computer via an IEEE 

interface, while in-phase and out-of-phase readings of the lock-in are directly transferred to 
the computer via an IEEE interface. 

For ac resistivity, Pae' experiments the iae current is introduced in the current leads of 

the sample holder rod. The signal at the voltage leads is proportional to Pac and detected by 
the lock-in. In this case the background signal compensation may be used as an offset when 

very small variations of Pac have to be detected. For the determination of the dc resistivity, 

Pde' the Ide current is applied to the sample and the dc voltage is amplified by a low 

frequency chopper preamplifier and converted to a digital signal by a multimeter. 

When the sample, having a magnetization M in the presence of a dc magnetic field H, 
is moved from the center of one secondary coil to the other, a low frequency signal 
proportional to dM/dt is induced. This signal is conducted to the chopper preamplifier and 
its output is fed into the AID converter of an analog/digital board which transfers data to the 
computer in DMA mode. The magnetization is calculated by numerical integration. 

Ma~netic ac susceptibility measurements 

The method is based on the lock-in detection of the mutual inductance changes produced 
in the secondary oppositely wound coils by the presence of a magnetic sample. Let us call 
M 1 and M 2 the mutual inductances between the primary and each of the secondary 

sections. When, in the absence of a sample, a current iae(t) = io coscot pass through the 

primary coil, M1"*M2 due to the non exact compensation of the coils and a background 

emf, eB(t), is always present. 

Furthermore, when a magnetic sample is introduced in one of the secondary coils the mutual 

inductance changes and a new term, e/t), appears. The total em/is given by: 
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£1(t) = Ea(t) + £.I(t) 

£.I(t) = - N1St/xac dhac(t)/dt 

(1) 

(2) 

where N 1 and S 1 are respectively the number of turns and the section of the first 

secondary; / the filling factor and hac(t) the ac field generated by the exciting current 

iac(t). Xac is the complex ac magnetic susceptibility, that in the linear aproximation is 

given by Xac=X'-iX", where X' and X" are the in-phase and out-of-phase components, 

respectively. When the sample is placed in the other section of the secondary the induced 
em/will be 

where £82(t) follows expression (2) with subindex 1 replaced by 2. The lock-in amplifier 

measures the rms value of £1 (t) and £2(t) and its difference is proportional to the ac 

susceptibility 

where Cx = [(N1Sl+N2S2')/ro]-1 is a calibration factor, that represents the sensitivity of the 

system. 

This method combines two compensation techniques: i) the use of a series matched 
counter-wound coil and ii) the position change of the sample from the center of one coil to 

the other. It gives reliable results when £.I(t), £.2(t) ~ £B(t). But in some cases, for 

small susceptibilities it occurs that £sl (t), £s2(t) « EB(t). In this case the sensitivity of 

the lock-in cannot be adapted to the low em/values of the sample and the signal to noise 
ratio becomes rather poor. 

For calibration (determination of the constant Cx) and phase setting (qJ) of the lock-in 

amplifier, for proper determination of X' and X", a paramagnetic compound (Mn (NH4)2 

(504)2 ~O) is used. In Fig. 5 a typical calibration run is presented; at low frequencies 

(ro/21t < IMHz) qJ is the phase which at zero dc field makes negligible X" of the 

paramagnetic salt and Cx is obtained from I/X'(T). In practice ro-1CX and qJ are 

frequency dependent, due to stray capacitance effects on the secondary coils. These effects 

produce a resonance in the induced emf at frequency ror at which ro-1CX has a sharp peak 

and qJ changes by 180210• Therefore, both quantities Cx and qJ have to be determined for 

each measuring frequency, that should be different from cor' A calibrating point at 4.2 K is 

repeated each time that the whole apparatus is cooled from room temperature for a cycle of 
measurements. The calibration factor at a given frequency has a reproducibility and accuracy 

of 1 % . Changes in qJ of == 0.12 are detected between different calibration processes, 

whereas variations in qJ during a cycle of measurements are negligible, provided that the 

measuring frequency is sligtly different (10%) from ror' 
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The characteristics of the used mutual inductance coils were given in table I, being 

EB,rms '" 1 00 )l V for io = 2 mA, V= 120 Hz, and C x= 3x 10-5 emu De/)l V the calibration 

factor. Taking into account the output resolution of the lock-in amplifier (0.01 %) the 

minimum detectable signal is 10 nV (0.01 %'EB,rms)' corresponding to 3xlO-7 emu Oe. This 

is insufficient in some cases in which susceptibilities of the order of 10-6 emu or smaller 
have to be measured. So, before the phase sensitive detection, an additional background 
signal compensation is needed. A simple and inexpensive way of doing that is to utilize the 

differential capability of the lock-in preamplifier. A signal equal to EB(t) times the low 
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Fig 5. AC magnetic usceptibility and its inverse (v = 120 Hz and ho = 1.1 De) of the 

paramagnetic Tutton salt Mn(NH4)2(S04)2.6H20 used as calibrant compound. 

The phase is adjusted on the lock-in amplifier so that X" is zero. The calibration 
constant Cx is obtained from the salt Curie constant, 4.375 emu/(K mol). 

noise transformer ratio (",100) (see Fig. 4), can be generated using the lock-in reference 
signal and a simple amplitude and phase modulation circuit. The block diagram of an 
electronic circuit to compensate the background is shown in Fig. 6 together with that of the 
VCC. The voltage from the lock-in oscillator controls the background signal compensation 
and the 20 mA VCC. The analog output of the computer controls the dc 2 A VCC. All the 

stages are standard operational amplifier circuits described elsewhere 10. This method allows 
one to compensate the background signal at the input of the lock-in to a level which permits 

operating in the 1 )l V full scale sensitivity (IOn V at the input of the low noise transformer). 

Consequently the resolution (0.01 %) will be of the order of 1 p V, and, therefore, the 
minimum detectable signal will be determined by the noise. 

To calculate the minimum equivalent voltage noise of the detection system (coils, low 
noise transformer and lock-in preamplifier) one has to consider the thermal voltage noise of 
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the secondary coils Esn(4.2 K) '" 20 pV/.JHz and the equivalent voltage and current noise 

generators of the electronics. The dominant term is the noise voltage of the low noise 

transformer; i.e. Ent ... 0.4 nVtJHz at 120 Hz 10. Then, the noise level and the resolution 

will be given by : 

Experimentally, the noise level attained using a high performance lock-in amplifier 
(EG&G model PAR5301) with 40 dB of dynamic reserve and a band-pass filter with Q =5 
in the preamplifier stage, has been 10-9 emu with ho= 10 Oe, in good agreement with the 

calculation. This ultimate high sensitivity is only achievable due to the three step of 

FROMlOCK-lN 
OSCII.LATOR 

FROMDIA 
----I 

BUFFER 
INPUT 

vee 
OT02A 

Fig 6. Block scheme diagram of the background signal compensation system and the 
vee sources. The oscillator signal from the lock-in is phase and amplitude 
modulated. 

background compensation: i) Use of a series matched counter-wound coil. ii) Recording 
of the signal difference between the centers of the two coil sections, iii) Electronic. 
background compensation at intermediate signal level . 

The system operates in the range from 10 Hz to 10 KHz, enabling frequency dependent 

studies of Z' and Z". A phase locked-loop synchronous frequency multiplier can be 

connected to the lock-in oscillator output so that multiples of the fundamental frequency, v, 
can be generated for hannonic analysis up to ninth order. This allows the study of non-linear 
effects that has become important in HTS ceramics. The method and calibration procedures 
for those measurements have been described elsewhere 11. For a simultaneous recording of 
hannonics up to arbitrary higher order a Hewlett Packard dynamic analyzer (model HP 
3562A) is used. 
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Magnetization measurements 

For magnetization measurements it is common to place the sample in one of the 
secondary coils. As in the extraction method, the sample it is then pulled out of from one of 

the secondaries to the other, a process taking a certain time Lit. In the transient there is an 

induced emf, £(t), which is integrated between 0 and Lit. This measurement of the 
magnetic flux proportional to the magnetization of the sample is possible since the final 
position is out of the initial secondary coil, thus 

Ll1t e(t) dt = -N SfM 

where N is the number of windings. Outstanding to the sample simultaneous leaving the 
first secondary and entering the second (see Fig. 4), it is simple to see that the signal 
obtained after integration will be proportional to twice the magnetization. 

Calibration is performed by measuring the spontaneous magnetization of a Ni standard 
3 mm diameter sphere supplied by the Physikalisch-Technische Bundesanstalt. We obtain a 

value of O.98xlO-2 Qe·cm3/JJ.V·s. The magnetization curve M(H) at 4.2 K of the calibrant 
(Mn SOiNH4)2 S04 6H20) for ac susceptibility is presented in Fig 7. From the low field 

slope we obtai!\ a magnetic susceptibility that differs by I % from the tabulated value 12. 
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Fig 7. Magnetization curve M(H) at 4.2 K of the cali brant compound 

Mn(NH4)2(S04)2·6H20 . The calibration constant is obtained from the low field 
M(H) slope. 
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The equivalent input voltage noise of the chopper preamplifier in its equivalent noise 
bandwidth (",10 Hz) is 1 nY, therefore, the calculated noise for an integration time of one 
second is of the order of lxlO-5 Oe cm3, a value that coincides well with the measured 
noise_ 

Tranwort measurements 

The four point method is employed for the measurements of the dc V-I characteristics 
and ac resistance. The contacts are made with gold plated steel pins provided with a spring 
so that the pressure at the contact point is constant. The sample has to be cut in the shape of 
a long bar (6 mm in length). The outside pin-points feed the current and the two intermediate 
ones allow the voltage drop measurement. (Fig. 2 b) 
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aadl • 
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::1. 
c: -.--50 ".; 0:1 this work 

• Reference data 

0 
0 50 1 00 150 200 250 300 

T (K) 

Fig 8. AC resistivity of a Y3Rh2Si2 bar shaped sample. Our results (0) coincide well with 

those obtained in other laboratory (.). 

The electrical measurement may be performed with dc or ac currents. For dc 
measurements a current of up to 2 A may be used. The voltage drop in the sample is 
amplified by the chopper preamplifier and digitized by a multimeter (see Fig. 4). For the ac 
voltage detection we use the same low noise lock-in amplifier system than in the 
susceptibility m~asurements. The in-phase and out-of-phase components of the signal are 
detected and analyzed. In Fig. 8 ac resistivity measurements on a Y3Rh2Si2 bar shaped 

sample were compared with those obtained by other laboratory 13. The results coincide 
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within 1 %. The sensitivity is limited by the noise voltage of the low noise transformer. For 
an applied current of 20 rnA the calculated sensitivity is lxlO-8 n in a bandwith of 1 Hz, in 

agreement with the measured value. 

MEASUREMENTS ON HIGH TEMPERATURE SUPERCONDUCTORS 

Magnetic ac susceptibility, dc magnetization and resistivity provide valuable tools for the 
investigation of macroscopic properties of HTS. We have used our system to study these 
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Fig 9. Modulus of the harmonic components /X3/, /Xs/, /X7/, /X9/ as a function of the 
temperature for a high density sintered TI2Ba2Ca2Cu30X sample computed from 

the fIrst nine harmonics (v = 42 Hz and ho = II Oe). For comparison 1x'~1 has been 

included. 

materials, pioneering some techniques as the harmonic analysis of the ac susceptibility 
response, and below we present some examples. 

Type II superconducting materials, under ac and dc magnetic fields higher than ReI 

(lower critical field), show non linear behavior. For an exciting field h(t)=Hdc +ho cos( wt) 

the resulting magnetization m(t) is : 

m(t)=Mo+hoI. [i nCos(nwt)+x"nsin(nwt)] (3) 
n==l 
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where X'n and X"n are the in-phase and out-phase components, respectively, of the 

complex ac susceptibility. For Hdc=O, there are only odd components, and for the case of 

HTS materials, the increase of /Hdd develops even ones 14. 

When the sample is placed into an ideal sensing coil, the induced emf per unit volume is 

then 

e(t)= ho f Cion [x' nsin(nCIK)-X"nCOs(ncot)] 
n=1 

where Cx are the callibration factors. 
n 

Following the procedures described elsewhere 11, 15, the X'n(T) and X"n(T) odd 

components of the harmonics up to ninth order of a high density sintered Tl-Ba-Cu-O 
sample, have been measured in thermal equilibrium between 40 and 115 K. True zero dc 

field (compensated) measurements for v = 45 Hz and ho = 11 Oe were obtained, and the 

results for the modulus Xn = CX'n2+X"n2)1/2 have been plotted in Fig. 9. For comparison, 

the out-of-phase component of the first harmonic XI "(T) has been included. Using 

equation 3 and the X'n(T, ho) and X"n(T,hO) n~9 results we may represent m(t,T) versus 

h(t) deriving ac magnetization loops m(h,T), which are depicted in Fig. 10. At low 
temperatures (40 K) and fields (11 Oe) the m(h,T) cycles are Rayleigh shaped and there is 
good agreement with simple Bean critical state model predictions. Above 90 K more 

sofisticated critical state models are needed for the interpretation of the Xn(T) and m(h,T) 

results 16. 
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Fig 10. AC magnetization loops of a Tl2Ba2Ca2Cu30X ceramic derived at different 

temperatures by addition of the first nine components of the harmonics, for ho = 11 

Oe and v = 42 Hz. 
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Fig 11. Hysteresis loop of an YB~Cu307_c5 ceramic measured at 65 K. 
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Fig 12. DC field dependence of (13.) X~ (emu/g), (.) 105·x~' (emu/g) and (.) 107·!X3! 

(emu/g) in an YBa2Cu30 7_c5 ceramic measured at 65 K (v = 38 Hz and ho = 
0.55 Oe).The magnetic field clearly separates the intra- and intergranular regimes. 
The sample was approximately a cylinder, diameter 2.5 mm, length 6 mm. 
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Harmonic analysis techniques have been of great importance for the understanding of the 
weak-link nature of oxide superconductors, being an appropriate test for theoretical models 

and a source of information to obtain microscopic parameters characterizing the samples I7 

The field dependence of the magnetization, ac linear susceptibility and its harmonics 
have also been studied in HTS samples. In Figs. 11 and 12 the measurements performed on 
a ceramic Y -Ba-Cu-O at 65 K are presented. From the magnetization hysteresis loop of Fig. 
11 it is concluded that the irreversibility field is around 4 T, being difficult its exact 
determination from this type of experiment. The in-field ac susceptibility measurements 
clearly show a lower field regime, with full penetration at around 0.03 T, and a higher one 
indicating thet the grains are fully penetrated at around 0.32 T. Another interesting feature is 

the similarity between the out-of-phase component, Xl ", and the amplitude of the third 

harmonic X3 (Fig. 12 ). It should be noted that Xl" and X3 are non-zero even at 5 T, 
indicating that the a.c. magnetization is irreversible, and therefore Hirr(65 K) > 5 T. The 

onset of non linear effects in Xac (H,T) is an alternative experimental technique for the 

determination of Hirr(T) 18. 

As an example of the sensitivity which may be achieved with the installation, 

measurements of Xac(T) in a c-axis oriented Y-Ba-Cu-O thin film are shown in Fig. 13. 

Two geometries have been recorded: with the exciting field parallel and perpendicular to the 
c-axis. In the last one, signals of the order of 10-7 emu have been obtained a situation in 
which the diamagnetic contribution of the sample holder signal has been measured and 
subtracted. As the penetration depth is of the order of the film dimensions the origin of these 
signals could be due to the misalignement of the film and the field. 
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Fig 13. Temperature dependence of the ac susceptibility of a 300 nm c-axis oriented 
YBa2Cu30 7_0 thin film. The c-axis is perpendicular to the face of the sample. 

Triangles (open for the in-phase and closed for ten times the out-of-phase 
component) show data measured with an ac field of 5.5 mOe applied parallel to the 
c-axis. Squares are used for the case in which an a.c. field of 11 Oe is applied 
perpendicular to the c-axis. The contribution of the sample holder has been 
subtracted. 
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Simultaneous Magnetic and electrical measurements 

In the course of our investigation on the HTS macroscopic properties we have inferred 
that studying the interplay of electrical and magnetic behavior of these materials should be 
of great interest. This arises from the controversial comparison of the results obtained for a 
macroscopic parameter which characterizes the samples; i.e. the critical current density lc. 
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Fig 14. (.) X.', (.) 10· X" in emu/g and VdJ50 in mV simultaneous measurements in an 
YBa2Cu30 7_1) cemmic_ The temperature is kept constant at 84 K. An a.c. field of 

0.55 mOe is applied parallel to the current. The voltage begins to increase almost in 
coincidence with the drop of x" to zero, but the material is superconductor until X· 
becomes zero. 

Electrical measurements directly determine the maximum transport current which the sample 
can bear in the non resistive state. However, the analysis of the magnetization or 
susceptibility data within critical state models also allows to derive values of lc which may 
be different because it depend of other current trajectories. An experiment as we propose 
could unmvel the mechanism of current distribution through a granular superconductor. 

Simultaneously lac components and Vdc have been recorded for a ceramic HTS sample 
through which an increasing dc current is led. In Fig. 14 it can be seen that the three 
quantities undergo significant changes for the same values of I dc- Quantitative analysis of 

the data can be done in terms of critical state models 19 or of percolation models 20. 
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MEASUREMENTS IN PERMANENT MAGNETS 

After the discovery of the high energy (B-8) product Nd compounds, the ~FeI4B 
series (RE= rare earth) have been the object of an extensive study. We have performed 
magnetic measurements on the pure and hydrogenated compounds, to study the Spin 
Reorientation Transitions (SRT) present in these compounds by competition of the 
anisotropies of the Fe and the RE sublattices. 

A detailed study of the ac initial susceptibility of a H02Fe14B single crystal was 
performed. It was measured along the [100], [110], and [001] directions (Fig. 15). The SRT 

present at TSRT= 57.8 K give rise to an abrupt step-like anomalous increase in X: for 
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Fig 15. Magnetic susceptibility of H02Fe14B single crystal with applied field along the (0) 

[110], ( ) [100] and ('V) [001] directions. 

decreasing temperature. The results may be explained in terms of a reversible magnetic 
moment rotation produced by the ac magnetic field. Indeed, below T SRT the transition 

towards the conical orientation sets in and the perpendicular component of M yields a 
significant contribution, giving rise to the strong increase observed both in the [110] and 

[100] directions. On the other hand, along the [001] direction no anomaly in ,t(n is 
detected at TSRT' but a strong continuous increase is manifest above 150 K. This increase is 

explained by the onset of narrow 18()2 domain wall motions induced by thermal 
excitations 21. 
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The resistance measurements as a function of temperature yield interesting information 
relative to the itinerant character of the 3d electrons of these compounds. Because of the low 
temperature domain of experimental accessibility, only the effects taking place in the Spin 

Reorientation Transition have been studied. Polycrystalline blocks of sintered NdzFe14B, as 

representative of a compound with second order SRT, and T~Fe14B, as the case with a 

fIrst order one, were measured with the above described technique. No direct anomaly could 
be detected at fIrst. However, after graphically evaluating aR'/aT, the anomaly was shown 
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Fig 16. Temperature derivative of the resistance, aRt/aT. 

to be present in each compound. In fact, for the Nd case, aRt/aT presented a step-like 

anomaly, while in the Tm case, a small but defInite peak was observed 22 (see Fig. 16). A 
possible explanation of this anomaly in aRt/aT near T SRT is the current dispersion caused 
by critical magnetic fluctuations. 

MEASUREMENTS IN OTHER MATERIALS BELOW 4.2 K 

As a representative example of the measuring capability of the instrument in the.low 

temperature region we depict in Fig. 17 the zero-field (no screening of the earth ts magnetic 

fIeld) ac magnetic susceptibility of CsMnF 4'H20 23, 24, The measurements show the rapid 

increase of the X: values when the temperature decreases. The very sharp peak below 2 K 

is characteristic for the weak ferromagnetic nature of the magnetic alinement, which presents 

a maximum at 1.52 K with a half width of 0.3 K. The peak in x' is accompanied by 
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Fig 17. Temperature dependence of the a.c. susceptibility of CsMnF 4*~O 

another one in the out-of-phase component, X", which presents a maximum at 1.49 K and 

a half width of 0.1 K. Such behavior of X'(T) and X"(T) is related to the absence of 

domain wall movements below Tc in weak ferromagnets.25 • 
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AC SUSCEPTIBILITY RESPONSES OF SUPERCONDUCTORS : CRYOGENIC ASPECTS, 

INVESTIGATION OF INHOMOGENEOUS SYSTEMS AND OF THE EQUILIBRIUM MIXED STATE 

ABSTRACT 

M. COUACH and A.F. KRODER 

Centre d'Etudes Nucleaires de Grenoble 
DRFMC/SPSMS/Laboratoire de Cryopbysique 
85 X - 38041 GRENOBLE Cedex - France 

With the discovery of high Te superconductors, ac magnetic 
susceptibility measurements have become widely used for sample 
characterization as well as for fundamental studies. The present article, 
intended to introduce the reader to these areas of research, emphasizes ; 
(a) the need for precise temperature determination, (b) geometrical 
concerns associated with quantitative measurements of X' and X", the 
in-phase and out-of-phase components of the complex ac magnetic 
susceptibility ~e - X' + iX", (c) the use of an externally applied dc 
magnetic field to obtain additional information on inhomogeneous 
superconductors and the study of the mixed state. The magnetic responses 
of both single and multiphase systems of classical and of high Te 
superconductors are treated in detail. 

A. INTRODUCTION 

The discovery of high Te superconductors has renewed the interest 
and popularised the use of the ac susceptibility technique as a versatile 
method of. characterization and investigation of the superconducting 
materials. 

This technique has been widely used in the investigation of low Te 
type I and type II superconductors [1,2,3,4,5] as well as other magnetic 
materials [6,7,8,9,10] where dynamic aspects (relaxation phenomena) could 
be of major importance. The usefulness of this technique and its 
relevance beyond its use as a characterization method can be severely 
limited by experimental difficulties such as : sensitivity and noise 
level, signal drift, temperature control and thermal equilibrium within 
the system of the sample, calibration and phase setting of the ac signal. 
All aspects which will be examined in some details. The paper is 
organized as follows. Section B is devoted to the description of the 
basic elements of the ac susceptibility coil assembly, bridge design and 
the set-up control of flllx equilibrium. Cryogenic considerations in 
relation to the thermal equilibrium problem will also be emphasized. 
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Signal calibration which is a function of the measuring coils and sample 
geometry, is discussed and expressions for the filling factor ~ of some 
simple geometries are given. 

In section C, Xac of selected examples of multiphase (inhomogeneous) 
superconductors are discussed. The importance of the application of a dc 
magnetic field and of a quantitative investigation of the differential 
susceptibility X~, especially in the reversible mixed state, will be 
particularly emphasized in section D. 

B. PRINCIPLES OF THE Xac MEASUREMENT 

1. The mutual inductance technique 

The ac susceptibility measurement is based on a mutual inductance 
technique where a primary coil and two secondary (oppositely wound) coils 
form the basic unit of the measuring circuitry. In the absence of a 
sample, which is usually centered in one of the secondary coils, the 
detection system should be ideally in equilibrium i.e. the net flux ~net 
accross the secondary coils is zero. In the presence of a sample the 
induced magnetization due to the ac primary field h = ho e -iwt, will 
result in an off-balance signal of the secondary coils detection system 
given by : 

~ filling factor (see paragraph 5) 
ns number of turn per unit length (meter) of a secondary coil 
V volume of the sample (m3 ) 
bo ~ hO magnetic induction (Tesla) 
w = 2 ~ f, f frequency 
e induced voltage (volts) 

with the above S.l. units, xm - X(measured) is dimensionless. 

In the case of demagnetizing effects 

x xm - -1 -+-D-X 

(1) 

where X is the effective susceptibility of the sample. For a 
1 

superconductor X = - 1 and xm = 1 - D 

2. The coils assembly and the bridge design 

The primary and secondary coils are wound on a cylindrical 
insulating holder or coil form. Secondary coils are first wound in 
opposition with an equal number of turns symmetrically vis-a-vis the 
center of the coil form. A long homogeneous test coil with known magnetic 
center is used to insure the symmetry of the secondary coils system and 
to adjust the number of turns to obtain perfect compensation of flux in 

the two coils (e = - :: = 01. In the next step, the primary coil is wound 
over the secondaries. Suc~ an assembly always displays an appreciable 
flux imbalance due to the inhomogeneity of the primary field over the 
secondary coils and to achieve perfect flux balance, an independent 
compensation ~oil is wound upon one of the secondary coils (the one which 
is not designed to contain the sample). The perturbation introduced by 
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Table I : Specifications of the coil assembly : 
the two secondary coils are separated by a distance of 10 mm. 

Primary Secondary Compensation 
coil coil coil 

Diameter (mm) 21 16 21 
Length (mm) 100 20 20 

Number of turns 21800 3650 155 
Inductance (H) 2,5 0,267 

the compensation coil on the excitation field is around 0.1 % and can be 
considered as negligeable for the detection coil containing the sample. 
Table I summarizes the parameters of a typical coil assembly (wire size 
0.1 mm) .. 

When operating with an applied dc magnetic field superimposed on the 
ac measuring field, it is necessary to fix, very rigidly, the coil 
assembly to the support structure of the static field coil in order to 
avoid any relative displacement (mechanical vibrations). 

Schematic representations of the bridge design and of the different 
apparatus used in connection with the primary, secondary and compensation 
coils is given in figure 1. A synthetizer HP 3326A with two synchronized 
outputs is used as a signal generator. One output is connected to a 
current amplifier and to an off balance circuitry delivering a controlled 
amplitude and phase current to the compensation coil. The second output 
of the synthetizer serves as a reference to the phase sensitive detector 
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Figure 1 Block diagram of the ac susceptibility set-up 

27 



(PSD) PAR 5206 which is connected to the output of the secondary coils. 
Finally the PSD is connected to a micro computer. The temperature of the 
sample holder is controlled separately by a regulator acting on a 
resistance heater wound on a sapphire rod (Figures 2 and 3) which allows 
a continuous linear sweep in temperature with different rates ranging 
from 2.10- 2 K/min to 2 K/min. 

3. The set-up protocol and the adjustement of the flux equilibrium 

Even without a sample being present, the coil system displays a flux 
imbalance which is compensated by the supplementary "compensation" coil. 
The current in the compensation coil is phase and amplitude controlled by 
means of an adequate compensation circuitry. The out-of equilibrium 

d (<<II, - «112 ) 
signal to be compensated e = - dt - L (a) 111) hp has an amplitude 
which increases with (a) and hp and a phase of 90' vis-a-vis the primary 
field hp (no dissipation in the absence of a sample). This off-balance 
signal is thus used as a reference to adjust the rotation axis (phase 
setting) of the PSD. This allows one to avoid all the uncontrollable 
phase shifts which originate from the excitation circuitry (current 
amplifier) as well as from the detection circuitry (low noise 
transformer). After the axis rotation of the phase sensitive detector, 
the off-balance signal is compensated by the intermediary of the 
compensation coil. 

Finally the validity of this adjustment may be verified, and 
eventually slightly corrected by the use of a superconducting test sample 
at 4.2 K for which the condition of null dissipation (X" = 0) is always 
fulfilled in the superconducting state provided that the primary field 
hp < Hc , (ex: Nb-Ti Hc , (4.2 K) - 400-500 Oe). 

The application of a dc magnetic field is of great importance in the 
study of superconductors. In such cases, the introduction of a 
superconducting coil connected to a low impedance circuitry results, by 
mutual interaction with the primary coil circuit, in a reduction of the 
primary field amplitude and some phase shift. Flux considerations allows 
one to give an estimate of the back field hs due to the shorted 
superconducting solenoid : 

where 

~ filling factor (see paragraph 5) 
Np total number of turns of the primary coil 
Sp mean section of the primary coil 
Ns total number of turns of the superconducting coil 
Ss mean section of the superconducting coil 

the 
The effective primary 
sample is hp - hs and 

current. 

field, as seen by the secondary coils and by 
is not simply given by the primary driving 

Preliminary experimental calibration is necessary to determine the 
actual field amplitude in the presence of the closed dc circuitry. This 
also can be done by the use of superconducting test sample. The phase 
adjustement is made by setting X" = 0 in the superconducting state with 
closed dc circuitry but without the dc field. This adjustment should be 
revised if the frequency is changed. 
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Figure 2 Schematic diagram 
of set-up A 

(1) Sample 
(2) Calibration sample 
(3) Secondary coils 
(4) Primary coil 
(5) Superconducting magnet 
(6) Sapphire 
(7) Thermometers 
(8) High vacuum 
(9) Resistance heater 
(10) Helium bath 
(11,12) Pumping valves 
(13) Moving tybe 

4. Coils and sample t hermalization 

I-----.~ 

Figure 3 Schematic diagram 
of set-up B 

(1) Sample 
(2) Calibration sample 
(3) Secondary coils 
(4) Primary coil 
(5) Superconductivity magnet 
(6) Sapphire 
(7) Thermometer 
(8) Double walled glass tube 
(9) Helium gas 0,1 mmHg 
(10) Cold valve 
(11,12,15,16) Pumping valves 
(13) Assembly for introducing 

sample 
(14) Isolation valve 
(17) Helium bath 

,To avoid a major contribution to any signal drift with temperature , 
the coil assembly is maintained at constant temperature in liquid helium. 
The temperature of the sample which is maintained at a fixed position in 
the center of one of the secondary coil can be controlled by two methods. 

The first one (A) is to place the sample in direct physical contact 
with a sapphire holder [11] (figure 2) whereas in the second method (B) 
thermal contact with the sapphire is obtained by helium exchange gas 
(figure 3) . 

The principle of thermal coupling in A is to use the high level of 
thermal conductivity of pure sapphire [12]. Around 30 K, the thermal 
conductivity can reach value as high as 100 W cm- 1 K- 1 and is no lower 
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than 1 W cm- 1 K- 1 in the temperature range 2-150 K. Moreover sapphire is 
an insulating material which can be obtained on a large scale with very 
low impurities level [13] and shows no appreciable magnetic contribution 
if choosen very pure. These two physical properties allow one to realize 
intimate thermal coupling of the sample inside the measuring coil while 
the heater and the thermometers are placed outside the coil system to 
minimize the effects of all extra temperature dependent susceptibilities. 
In order to compensate any residual magnetic contribution a reduced 
section of the sapphire enters the two secondary coils as shown in 
figure 2. The sample is coupled to the sapphire by silicon grease. The 
sapphire is contained in a small insulating cryostat in which high vacuum 
is maintained during the experiment. Thermal shielding is achieved by 
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T (K) 

Figure 4 Transition of a single crystal YBa2 Cu3 07_S (X" component) with 

ac field parallel to the ab plane showing subtle details 
evidenced by a carefull choice of the rate change of 
temperature (0,5 K/min) and the acquisition time (2 sec). 

introducing a glass tube between the sapphire and che insulating 
cryostat. Such an arrangement allows dynamical investigation in the 
temperature range 4-150 K with a maximum linear rate of 2 K/min to 
minimize the temperature gradient between the sample and the thermometer 
(carbon glass or Fe-Rh). This gradient is dependent on the temperature 
change rate. At 0.5 K/mn the uncertainty is no more than 0.05 K at 90 K. 
By this way, good thermalization of the sample is achieved which allows 
one to increase significantly the resolution in temperature by optimizing 
the acquisition time and the rate of the linear rise in temperature 
(figure 4,6). The main advantage of this type of coupling is to allow one 
to perform rapid experiments at 2 K/min with an uncertainty in 
temperature no more than 0.15 K and to study more precisely at a lower 
rate the domain of temperature where the interesting phenomena occur. 
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The main disadvantage of method (A) comes from the necessity to 
reheat the whole cryogenic system to room temperature when dismounting 
the sample. Such a system is suitable for long term studies but not for 
rapid characterization. For this last purpose set-up B was designed 
(figure 3) which allows one to directly introduce the sample inside the 
coil assembly. Helium exchange gas at a pressure of 0.1 mm Hg is used to 
keep the sample in thermal equilibrium with the machined sapphire tube 
which supports the heater and thermometers. The whole assembly is 
contained in a double walled glass tube. A typical prec~s~on in 
temperature obtained is 1 Kelvin at 1 K/min rate around 90 K. 

Besides the possibility of directly introducing the sample from room 
temperature, method B is also capable of reaching temperatures as low as 
1 K. This is accomplished by first permitting liquid helium to enter the 
inner double-wall cryostat by means of a cold valve, see fig. 3, and then 
reducing the vapor pressure over the liquid helium. 

5. Calibration of the experiment 

Calibration of the experiment is an important point to achieve 
quantitative measurements. The calibration of the response of the 
measuring coils i.e. determining the coefficient ~ of formula (1) can be 
done in two ways : first by using a good superconductor test sample of 
known dimensions with almost zero demagnetizing factor. ~ can be deduced 
from the condition X' = - 1 in the superconducting state. Another method 
is to calculate ~ taking into account the geometrical dimensions of the 
secondary coils and of the sample [14]. In the case of very small samples 
with magnetization M, M can be approximated to that of a dipole and the 
flux of the dipole threading the measuring coil can be calculated 

t1>m = ~ I-lo M n 

n number of turns by unit length 

L/R 

2L and 2R being respectively the length and the diameter of a coil. 

The flux t1>2 enclosed by the other secondary coil can be calculated 
in a similar way 

{ 
~ (3 + ~ 

~ = ~ -(1---2----2-)-'-12-
+ ~2 (3 + ~) 

d being the distance separating the two secondary coils. 

As the two secondary coils are in opposition the net flux in the system 
is 
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For a typical set of coil as detailed in table lone obtains 

0.78 {:= 
_~ = 0.05 

In the case of a cylindrical sample 
magnetization can be considered as a 
obtains a more complicated expression 

Ctne t = 0.73 

of length 2a with radius r ~ R, 
linear distribution of dipoles. 

R 
for Ct = -- (X - Y) with : 

2a 

X = [l- = ar ]
1/2 

+ 1 

Y= [l-;ar +lf/2 

the 
One 

In a similar manner a coefficient CXz can be calculated to take into 
account the other secondary coil. For the last set of coils (table I) one 
obtains for a sample length 2a = 16 mm Ct = 0.70 and CXz - 0.03 
~et - Ct • CXz - 0.67. An excess error of 8 % is made by neglecting the 
correction due to the sample length . The calculation of Ct is in good 
agreement with the experimental determination. 

6. Sensitivity problems 

The principal problems encountered in Xac measurements are 
sensitivity, temperature dependent Signal drift and noise. 
The noise can be reduced by avoiding mechanical vibrations and by 
matching low impedance sources to high impedance measuring circuitry. 

Fi lalent NbTi ~ 13 ~ 
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0.0 
:;""" / ' .. 

- - - - - - - - - - - - - - - - - - - f'- ':;'- ~~<,:.t:;,: 

Vi -0.5 
>< 

.' 

-\.O 

9 10 
T [K) 

Figure 5 Superconducting transition of a Nb-Ti filament diameter 13 ~ 
length 0 . 95 mm - ac field 30 Oe . 35 Hz 
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Although the background signal drift between 4 K and 150 K is more 
than 1.5 10-9 A. m2 (for h = 30 Oe and f = 35 Hz), the sensitivity may p 
reach the level of 1.5 10- 10 A.m2 in a reduced range of temperature such 
as that of a small 6T around the critical temperature of a small 
superconducting particle (~10- 4 mm3 ) as shown in fi~ure 5 where the 
noise level is about half the sensitivity (VX ~ 2.4 10- 1 m3 , see formula 
(1) for the significance of the symbols). 

C. HULTIPHASE SUPERCONDUCTING SAMPLES 

Frequently, problem of' homogeneity arises for many different reasons 
which results in a broadening of the superconducting phase transition and 
often in many well separated Te's. In the search for new superconducting 
materials, identification of potential superconducting phases and a 
quantitative estimation of their ratio can be of great importance and 
correlations can be done with various structural characterizations 
(X rays, etc ... ). 

On the other hand, different Te's can originate for the same 
macroscopic phase due to either a lack of stoichiometry or the presence 
of structural defects. In this section we will give examples showing the 
efficiency of carefull ac susceptibility investigations in the 
clarification of such problems. Screening of minor superconducting phases 
by the major one should be, however, considered with much care. Practical 
solutions to avoid such situations will be discussed powdering 
samples [5] is not the only way to detect the minor screened phases. 

1. Case of A15 compound: V3 Si 

Before the discovery of the new high Te , the A15 superconductors 
have been intensively studied. They offer examples where 
superconductivity and structural instabilities were supposed to be in 
competition [15] or originating from the same electronic instability 
[16]. A good representative of this family is V3 Si which undergoes a 
structural phase transition from cubic to te~ragonal symmetry just a few 
Kelvins above Te (Te ~ 17 K, Tm ~ 22 K). This crystallographic phase 
transition is known to be very sensitive to structural defects : point 
like or off stoichiometric defects. Only very good quality samples with 
resistivity ratio RRR > 25 are expected to be transforming. 

This structural phase transition can be revealed by specific heat 
and static susceptibility anomalies [17,18], but in any cases the 
observation of such anomalies does not allow one to know the extent of 
the structural transformation and it was common to use terms as "non 
transforming" and "partially transforming" to characterize V3 Si samples. 

In an earlier work [19] this problem was approached indirectly, by 
investigating the superconducting transition of V3Si single crystals. 
Figure 6 displays the X', X" components of Xac of such a single crystal. 
Well separated peaks in X" develop in a temperature range 6T ~ 0.4 K 
causing one to question the homogeneity, on large scale, of the single 
crystal. Additional insights on the large scale homogeneity problem have 
been obtained by ~ rays diffraction experiments which revealed low angle 
« 1°) mosaic structure of the investigated single crystal which is 
actually formed from many grains with small relative disorientation 
(figure 7). A good correspondance between the ~ rays diffraction spectrum 
(12 peaks) and the X" peaks (11 X" peaks and shoulders) results can be 
made; suggesting that each X" peak is associated with superconductivity 
developing in one grain. Moreoever by investigating the evolution of the 
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Fig. 6 X' and X" components for a V3Si single crystal with an ac field 
of 0.05 De at 35 Hz. Linear rate change of temperature 0.05 K/min, 
acquisition time 1 . 6 sec. 
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Fig. 7 ~-ray diffraction rocking curve revealing mosaic structure 
of the same single crystal of V3 Si. 

X" peaks under static magnetic 
behavior of the transforming 

fields it was possible to separate the 
from non-transforming grains which have 

different 

grains and 

'critical" field 
d H: 

2 
slopes -----~ 1 . 85 T/K for the transforming 

dT 

dT 
2 . 25 T/K for the non transforming one. --~ 

More or less efficient shielding due to the relative orientation of 
the grains with the field may affect the magnitude of the transition. 
Moreoever the maximum value of the X" peak might appear very low in 
comparison to the X' signal as theoretical consderations [20] predict the 
ratio X"/X' - 0.2 - 0.4. But in this complicated case each X" peak has to 
be compared with the correspondant X' transition. 

The major conclusion of such investigation was to show the 
efficiency of Xac data to separate superconducting phases with very close 
Tc's and to allow correlation in this case with structural data on the 
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same sample. The use of dc fields, in this case, is of prime importance 
for obtaining additional insight in the identification of the 
superconducting phases. 

2. Case of the high Tc superconductors 

The same kind of problem arises in the case of the high Tc 
superconductors. It is now well known that oxygen off-stoichiometry plays 
a major role in determining Tc (i.e. YBa2 C~07-S)' On the other side, it 
is not always possible to grow a single phase sample because of the lack 
of sufficient knowledge of the phase diagram of these multicomponent 
compounds. Many Tc's are usually encountered in investigating these new 
superconductors. The oxygen inhomogeneous off-stoechiometry problem has 
been investigated in the case of early prepared YBa2Cu307_8 single 
crystal grown by flux method and treated under 20 bars of oxygen. The 
mechanism of oxygen diffusion has been revealed to be very anisotropic 
[21] and a stair case structure has developed in this single crystal with 
oxygen step-like distribution along the C-axis [22]. 

The ac susceptibility investigation was performed along the two 
different crystallographic directions (L and ~ to c-axis). When the field 
is parallel to the basal plane, the imaginary susceptibility shows a 
distribution of peaks ranging between 64 ans 85 K (fig. 8) characterizing 
different superconducting phases. When the same field is applied along 
the c-axis we essentially observe a single X" peak at 80 K (fig. 9). The 
comparison of the different responses for Hac parallel and perpendicular 
to the c-axis allows one to determine the geometrical arrangement of the 
different superconducting phases of the single crystal. This behaviour 
can be understood in detail if one considers a platelike structure 
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Fig. 9 X" (T) and X' (T) for Ha c 
(2 Oe) parallel to the 
c-axis show only the A 
superconducting phase. 
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Fig. 10 Simulation of the 
screening effect with NbTi 
plate sandwiched between 
two NbZr plates (a) Hac is 
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Fig. 11 ac susceptibility experiments 
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give a schematic view of the 
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Fig. 12 ac suceptibi1ity transition of a Thallium ceramic compound 1223 
with increasing ac field amplitude allowing one to separate 
the granular and intergranular contribution. 
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(fig. 11) where the lowest Tc phases are sandwiched between two extreme 
layers of the Tc ~ 80 K phase. Such a structure has been checked by an 
experimental simulation using a NbZr plate (Tc - 10.9 K) separated by a 
NbTi plate (Tc - 9.3 K) which gives the susceptibility response of 
fig. 10 and displays a striking similarity with results of figs. 8-9. 

On the other hand, multiphase problem arises in the case of Bismuth 
and Thallium based cuprates. In the case of ceramic multiphase samples, 
the superconducting phase with lower Tc can be screened by the highest Tc 
phase due to intergranular shielding. In spite of powdering the samples 
to cut down the intergranular coupling, the presence of such coupling may 
still be detected by either applying a large dc field or/and working with 
large ac field amplitude. 

Figure 12 shows in the case of a Thallium based compound a sequence 
of Xac behavior for different ac field amplitude ranging from 0.1 to 
35 Oe. The low field behavior appears very sharp while it becomes more 
complex for larger amplitudes [31]. The granular response is hidden by 
the intergranular shielding at low amplitudes where the shielding 
currents are below the critical currents of the intergranular junctions 
at temperature very close to Tc of the grains [23]. 
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Thus, increasing the amplitude of the alternating field hac results 
in a more rapid shift to lower temperatures of the inter granular response 
relatively to the granular one. 

Figure 13 shows another sequence of Xac behavior at constant ac field 
amplitude of 1 Oe and for different dc fields up to 1.8 T in the case of 
multiphase Bi-based ceramic. 

At low dc field (0.05 T) two X" peaks develop, one corresponding to 
the response of the grains per se and the second to the inter granular 
response. For highest field, the "grain" peak shifts rapidly to lower 
temperature due to the large reversibility of the mixed state for these 
Bi compounds (see further) and coalesce with the intergranular peak which 
appears to be less sensitive to the dc field effect. 

Figure 14 shows the same sequence as figure 13 for a higher ac field 
amplitude (20 Oe). In this case the intergranular contribution is already 
shifted to very low temperature even at the lowest dc field and the X" 
peak for the intergranular shielding is no more observable in the 
temperature range investigated (T :;;. 4.2 K). Meanwhile a third X" peak is 
revealed with the dc field increase. This new peak, absent in the case of 
low ac field amplitude, is obviously due to an another phase and has been 
revealed only when the intergranular shielding has been made ineffective 
by the conjunction of dc and ac fields. The effect of the ac field 
amplitude appears to be more critical for such an investigation. 

Intergranular effect extensively studied with the appearance of high 
Tc superconductors are in fact not limited to this class of 
superconductors. Detailed studies performed on Chevrel phases compounds 
(Pb Mo6 SS ) have shown by ac susceptibility measurements the existence of 
intergranular effects clearly substantiated by comparison with specific 
heat data [24]. 

D. EQUILIBRIUM MIXED STATE INVESTIGATED BY ac SUCEPTIBILITY 
THE DIFFERENTIAL PARAMAGNETIC EFFECT (DPE) 

In the new high Tc superconductors all problems related to 
irreversibility and reversibility properties are of major importance for 
fundamental and practical purposes [25]. Each compound can be 
characterized in the (H, T) plane by an irreversibility (reversibility) 
line defining a domain where magnetic properties are reversible. Many 
methods [26] allow the investigation of the irreversibility line but 
among them ac susceptibility offers a reliable and versatile way to 
determine the position of such a line where the experimental time scale 
is well defined. Moreoever the extent in temperature of the reversible 
regime is easily measured by the temperature where shielding begin to 
occur [27]. 

In the reversible 
essentially governed by 
mixed state. Retardation 
can be made negligeable 
taking a sufficiently low 

state the differential susceptibility X~(T) is 
the equilibrium magnetization properties of the 
(shielding) effects due to flux flow resitivity 
by an adequate choice of the frequency i.e. by 
value. 

In this regime, X~(T) can be developed as follows [4,32] 

X~ (T) = 
dH 

dM 

12 &~ 
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where a is 
penetration 

flux flow 

the radius of the (cylindrical) sample, Sn the normal state 
depth, Pn and Pf are respectively the normal state and the 

1 dB 
resistivities. As ----- 1 and Sn (Sn(cm) ~ 5000 (p/f)1/2, 

IJ.odH 

P in O.cm) is of the order of 10 cm for Pn = 10- 4 O.cm and f = 10 Hz, the 

dynamical (negative) contribution to X~ becomes comparable to ~ (- 10- 4 ) 
dH 

Pf 
when -- - 10- 3 - 10- 2 . 

Pn 

Thus the domain of reversibility, as it can be investigated by X~, 
is extended nearly over the whole resistivity enlargement under magnetic 
field [28] or conversely it is possible to deduce the enlargement of the 
resistivity domain under the same field from the positive X~. 

As far as the dynamic contribution can be neglected, the X~ gives 
the equilibrium differential susceptibility 

According to the Abrikosov-Ginsburg-Landau theory, the equilibrium 
magnetization of the mixed state in the field H [29] can be written for 
the case Hc ~ H ~ Hc (London regime) 

1 2 

M = H = - H c, Ln K 

K being the constant of Ginzburg-Landau. One deduces 

dM 
Hc 

1 

dH H LnK LnK 
(2) 

For the case H - HC2 the theory provides 

[H -
HC2 - H .J B = IJ.o (H + M) =1J.o 

(2 K2 - 1) 

and gives 

dM 1 -- -
dH (2K 2 - 1) ~A 

(3) 

one can expect from equation (3) with reasonable value of At Te (H) 
2 

100-300 and ~A ~ 1 a step-like increase:: N 10- 5 As it will be 
shown this step-like increase in the susceptibility is not observed 
although the sensitivity of the set-up is high enough. Many reasons can 
explain the absence of this step-like feature in X~(T) (inhomogeneities, 
Tc distribution. K temperature dependence •... ). 

On the other hand for the London regime He ~ H ~ He • one finds a 
1 2 

positive X~(T) as expected and which follows the l/H functional 
dependence given by equation 2 [30]. 
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The first experiments were performed on a bismuth based compound 
containing the major phase Bi2Sr2CaCu20a and already studied in section 
C.2. The order of magnitude of the X' value expected in the positive 
region is aroud 10. 4 .10. 5 and experimental evidence of such an effect 
required high sensitivity experiments with an applied dc field ranging 
from 0 to 1.8 Tesla. The setting of the experiment was performed with 
great care according to the procedure described in section B. The X~(T) 
results are displayed on figure 15 for fields up to 0.8 7esla. Note that 
the 0.05 T curve displays a quite unexpected behaviour showing a small 
diamagnetic contribution between the positive X~(H = 0.05 T) region and 
the normal state. Diamagnetic fluctuations may be responsible for such a 
contribution otherwise it would imply the existence of a non reversible 
phase a quite unexpected result. For fields higher than 0.05 T the 
results are analyzed in the form H.X' to test the validity of relation 
(2) (figure l5b). It is quite obvious from this figure that the 

, 1 
functional dependence 

state. Just below Te 
o 

of XH ~ H is followed in the reversible mixed 
= 88 K a deviation is observed and can be 

attributed to a vanishing contribution of diamagnetic fluctuations as 
mentioned above. The fact that the relation H.X' is independent of H, 
allows one to show that the He temperature dependence is linear over a , 
wide range of temperature and that a quantitative estimation of He can 

1 
be achieved by taking a reasonable value of K. Moreover for temperatures 
higher than that of the onset of shielding, X~ is frequency independent 
as expected (figure 16). 

A second study concerns the investigation of the reversible mixed 
state properties of Thallium based compounds [31]. This study was 
performed on a ceramic compound containing the major phase 1223 
(Te ~ 106 K) and a minor phase 2223 (Te ~ 118 K) already studied in o 0 
Section C.2. A carefull analysis taking into account the reversible 
contribution of leach phase allows one to show that the functional 

dependence X' ~ - is well obeyed in a large range of temperature. The 
H 

onset of shielding which stops the development of the reversible regime 
is thought to be that of the 2223 phase otherwise the 1223 phase would 
appear much less reversible than the 2223. Here too the fact that X' 
obeys an l/H dependence allows one to assert that the temperature 
dependence of He, is linear over a significative range of temperature 

below Te' 

In the case of the YBa2Cu3 07 .S phase, the reversible domain is much 
less extended for S ~ 0, than that of the Bi and Tl based compounds. As 
good quality single crystals are now available, in order to increase the 
domain of reversibility, oxygen deficiency single crystals were carefully 
prepared and well characterized by ac susceptibility [32]. The results 
for S ~ 0.48 (06 . 52 ) obtained for magnetic fields parallel to the C-axis 
are displayed in figure 17. A large regime of reversibility is obtained 
showing a good verific~tion of the l/H functional dependence of X~. As a 
consequence, very precise and direct determination of the H temperature e, 
dependence can be performed. Such data reveal an anomalous behaviour of 
He (~c) when the temperature is sufficiently lowered, which is , 
attributed to proximity effect induced superconductivity in the normal 
layers [33]. For the case where the magnetic field is parallel to the ab 
plane, it is no longer possible to observe a DPE effect. So the 
reversible behaviour observed in the case of Bi and Tl compounds allows 
one to determine a mean He dependence resulting from very anisotropic , 
contributions. 
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The ceramic compound Nd,.8SCeO.,SCu04_x although exhibiting a low 
Te - 25 K, reveals also a large reversibility domain. This investigation 
is more difficult as important magnetic contributions exists in the 
normal state. Nevertheless by using a generalized Curie law to 
extrapolate the properties of the normal state, it was possible to prove 
the llH functional dependance of X~ as shown by figure 18. Whatever their 
critical temperatures, the new oxides families display extended domain of 
reversibility of the mixed state due to large anisotropy. 

It is important to recall that investigation of DPE effect was 
firstly undertaken in detail by R.A. Hein [3] and J.R. Clem [4] to study 
the reversible mixed state of alloys. As shown by R.A. Hein classical 
type II superconductors may exhibit a more extended reversibility range 
when they are defect free. In the case of a transforming V3Si compound 
with Te - 17 K [34] the reversible range is limited to 1 K at 1.8 T (Fig. 

I 1 I 

19a). The functional dependence XH - H is no longer valid and the XH 

shape appears temperature and field independent suggesting an 
1/(2 K2 1) behaviour (Fig. 19b). Assuming K = 24 [35], the theoretical 
step like increase is much larger (- lO-3 SI ) than experimentally observed 
at 1.8 Tesla. So further investigations at higher fields and other 
frequencies are necessary to elucidate the true nature of this positive 
effect. 

Nevertheless this effect raises a question with regard to 
d He 

2 
determining the critical field slope by ac susceptibility 

dT 
measurements. It has been shown on Chevrel phase compound [36] that a 
determination by ac susceptibility yields a lower critical field slope 
when compared to specific heat determinations. In the present case of 
V3Si, two methods can be used to achieve such a determination by taking 
either the onset of shielding (1.76 T/K) or the onset of the positive 
effect (2.65 T/K). As such a method can be tentatively tried and compared 
in detail with specific heat results, it seems to be no longer useful 
with high Te superconductors. 

Meanwhile the DPE effect appears 
superconductors to offer a powerful 
reversible mixed state properties. 

in the 
method 

case of the new high Te 
of investigation of the 

CONCLUSION 

We have shown the usefulness of the ac susceptibility technique in 
the investigation of the superconducting materials. A large variety of 
problems, ranging from the detection of a minor superconducting phase 
andlor multiphase inhomogeneous samples to studies of the equilibrium, as 
well as nonequilibrium properties, of the mixed state, can be approached 
by this technique; (semi) quantitative analysis can be done if 
parameters as frequency, ac field amplitude and dc field magnitude can be 
varied to control shielding and the X" peaks levels. 

Temperature 
multi transitions 
case in single 
detected by other 

regulation and accuracy is crucial to resolve possible 
in a narrow 6T around an average Te as it is often the 
crystals: such subtle inhomogeneities can seldom be 
technique (like resistivity ... ). 

The importance of varying the ac field amplitude has been underlined. The 
best resolution in the X" spectrum is obtained with low ac fields whereas 

46 



higher ac fields (with or without application of a dc field) are often 
necessary with ceramics to lower the temperature where intergranular 
shielding is effective in order to reach an upper estimation of 
superconducting volume. Diamagnetic fluctuations may simulate a low 
fraction of high Te phases. Their contribution to X' can be distinguished 
by application of moderate static fields. 

Finally ac susceptibility appears as a very efficient method to 
investigate the reversible mixed state whose extent in temperature can be 
increased by lowering the frequency, or increasing ac and dc field 
amplitude. A direct consequence of such investigations is to reach the 
He1 temperature dependence and He1 values if the Ginzburg-Landau constant 
K is known. Such a determination is independent of weak links and 
demagnetizing effects. 
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ALTERNATING-FIELD SUSCEPTOMETRY AND 
MAGNETIC SUSCEPTIBILITY OF SUPERCONDUCTORS 

ABSTRACT 
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M. Lelental 
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Rochester, New York 14650 

C. A. Thompson 
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Boulder, Colorado 80303 

This review critically analyzes current practice in the design, calibration, sensitivity 
determination, and operation of alternating-field susceptometers, and examines 
applications in magnetic susceptibility measurements of superconductors. Critical 
parameters of the intrinsic and coupling components of granular superconductors may 
be deduced from magnetic susceptibility measurements. The onset of intrinsic 
diamagnetism corresponds to the initial decrease in electrical resistivity upon cooling, 
but the onset of intergranular coupling coincides with the temperature for zero 
resistivity. The lower critical field may be determined by the field at which the 
imaginary part of susceptibility increases from zero. Unusual features in the 
susceptibility of superconductor films, such as a magnetic moment that is independent 
of film thickness and the variation of susceptibility with angle, are related to 
demagnetization. Demagnetizing factors of superconductor cylinders are significantly 
different from those commonly tabulated for materials with small susceptibilities. 
Rules for the susceptibility of mixtures with specific demagnetizing factors are used to 
estimate the volume fraction of superconducting grains in sintered materials. Common 
misunderstandings of the Meissner effect, magnetic units, and formula conversions are 
discussed. There is a comprehensive summary of critical-state formulas for slabs and 
cylinders, including new equations for complex susceptibility in large alternating fields. 
Limitations on the use of the critical-state model for deducing critical current density 
are listed and the meaning of the imaginary part of susceptibility is considered. 
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INTRODUCTION 

The term "susceptibility" was originated by William Thomson (Lord Kelvin) in his 
annotated Reprint of Papers on Electrostatics and Magnetism.1 He defined "the 
magnetic susceptibility of an isotropic substance [as] the intensity of magnetization 
acquired by an infinitely thin bar of it placed lengthwise in a uniform field of unit 
magnetic force." The specification of an infinitely thin bar eliminated the need to 
consider demagnetizing fields. The stipulation of a field of unit magnetic force defined 
susceptibility as the ratio of magnetization M (magnetic moment per unit volume) to 
magnetic field strength H. Thomson distinguished between susceptibilitl and 
permeability, a term he devised to mean the ratio of magnetic induction B to H. 

Magnetization and susceptibility measurements on superconductors detect signals, 
usually inductively, that have their origins in circulating persistent shielding currents, in 
addition to any magnetic properties of the material. We distinguish between eddy 
currents in normal metals, which decay with time, and shielding currents in 
superconductors, which do not. Susceptibility may be measured using direct or 
alternating magnetic fields, yielding the ac susceptibility or the dc susceptibility. For 
either, we define X as the differential magnetic susceptibility dM/dH; we do not 
necessarily require that dH -+ O. In dc susceptibility, the zero-field-cooled (ZFC) curve 
demonstrates flux shielding (flux exclusion) upon warming, and the field-cooled (FC) 
curve demonstrates the Meissner effect (flux expulsion) upon cooling. Whether 
measured upon warming or cooling, ac susceptibility (with no dc bias field) always 
measures shielding. 

It is easier to define a superconductor as a material with zero electrical resistivity 
than it is to experimentally verify zero resistivity. A four-point measurement of 
resistivity involves the selection of current, voltage criterion, correction for 
thermoelectric voltages, contact geometry, and the effect of magnetic field, including the 
self-field of the current. The magnetic manifestation of zero resistivity is that a material 
is a superconductor if it exhibits perfect diamagnetic shielding; that is, its susceptibility 
X is exactly -1 (in SI units, where numerical results must be corrected for any sample 
demagnetizing factor). Susceptibility is reminiscent of electrical conductivity cr, both 
functions of temperature T: X(1)/X(O) = cr(1)/cr(O). In the normal state, both are small. 
In the superconducting state, both are large. Important variables are the magnitude of 
the measuring field and the definition of the critical temperature Te in terms of the 
onset, midpoint, or end of the diamagnetic transition. 

MEISSNER EFFECT 

The Meissner-Ochsenfeld effect3 is the expulsion of magnetic flux upon cooling 
a superconductor through Te in a dc magnetic field or upon reducing the magnetic field 
through the upper critical field He2 at constant temperature. Type-II superconductors 
will not exhibit a pronounced Meissner effect if they have good flux pinning (important 
for high critical current density Je) in the mixed state. Thus, while a material that has 
a Meissner effect is a superconductor, the converse is not necessarily true. What is 
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sometimes called the "Meissner state" in superconductors is better termed the shielding 
state, perfect diamagnetism.4 

It has long been known that the Meissner effect is incomplete in many materials. 
Shoenberg stated that "for many of the element superconductors, it has not yet been 
possible to obtain a specimen which shows a complete Meissner effect. ... ,,5 Tantalum, 
a type-I superconductor, is a case in point, with a Meissner effect of only 1%.6 
Shoenberg attributed the incomplete Meissner effect in tantalum to its "mechanical 
state rather than ... chemical impurities.,,7 Years later, Alers et al. returned to this: 
"It is well known that for tantalum the Meissner effect is practically nonexistent because 
the metal freezes in all of the existing flux when it becomes superconducting.... Pure 
tantalum in bulk ... [is] made by sintering ... small flakes or grains.... Thus from a 
physical point of view, the metal is not homogeneous, and one can understand that the 
Meissner effect might not be realized by a metal of this physical make up.,,8 The 
similarity between the morphologies of sintered tantalum and sintered Y - Ba -Cu-O 
(or any of its analogs) will not be lost on most readers. However, sintered materials are 
not unique in this respect. Type-II elements and alloys and other inhomogeneous 
superconductors,5,6,9 including melt-cast tantalum/o similarly fail to show a significant 
Meissner effect. The Meissner effect is also incomplete in single crystals of 
YBa2Cu307_6' which suggests intragrain pinning sites.11 

It is experimentally found that, in weak fields, the Meissner effect approaches 
100%,11-15 a value defined by the ZFC susceptibility curve. This is not surprising; it is 
tautologous that FC upon warming is equivalent to ZFC when the measuring field is zero. 
If the FC curve were completely reversible for warming and cooling in the limit of zero 
field, the Meissner effect would of necessity approach 100%. 

CRITICAL TEMPERATURE 

In field-current-density-temperature (H-J-1) space, there is a critical surface, 
with axis intercepts He' Je, and Te, separating the superconducting and normal states. 
Its intersection with the H - T plane may be regarded as He versus TorTe versus H, and 
similarly for intersections with the J - T and J - H planes. For type-II superconductors 
the H-axis intercept is the upper critical field H e2. The mixed state lies between He2 
and the lower critical field Hel• 

Measured as functions of temperature, transitions in resistivity p and susceptibility 
X may be used to define Te' Ideally, Te should be determined at J = 0 and H = O. 
However, measurements of p require some J and measurements of X require some H. 
These are best kept small, unless the current and field dependences are specifically 
required. Electrical resistivity complements susceptibility. Resistivity is a one­
dimensional measurement. A specimen will show zero resistivity if there is a single 
zero-resistance percolation path. A higher-Te phase can mask the presence of a lower­
Te phase. Either of these cases could lead to erroneous conclusions regarding the 
microstructure of the specimen under study. Susceptibility is a two-dimensional 
measurement in the sense that a surface current sheath is required for full 
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diamagnetism. The interior of the material could remain normal or have a lower Te' 
Both measurements deceive because they do not probe the entire sample volume. 
"Onset" temperatures (defined as onset upon cooling, even if the measurement is made 
upon warming) occur with the first zero-resistance segment and the first zero-resistance 
current circuit, for p and X respectively. In low-dimensional systems, fluctuation effects 
may obscure the onset of superconductivity.I6 

Granular and Multifilamentary Superconductors 

Sintered high-Te superconductors and composite low-Tc superconductors with 
closely spaced filaments exhibit two critical temperatures. One is intrinsic to the 
superconductor and the other is characteristic of the coupling between either 
grains9,17-25 or filaments.26 In such materials, the coupling component supports 
supercurrents and has its own effective Te, ie' Hel , and H cz' In multifilamentary 
niobium-titanium (Nb-Ti) and niobium-stannide (Nb3Sn) superconductors, the 
coupling component is the normal-metal matrix and the coupling mechanism is the 
proximity effect.26- 29 The situation is less certain in sintered high-Tc compounds, 
but lack of stoichiometry at the grain boundaries could give rise to normal metal 
barriers30- 32 and proximity-effect coupling.33- 36 Another coupling mechanism in 
sintered materials is microbridges between grains.37 Low-dimensional compounds, 
such as Nb3Se4' exhibit coupling attributed to superconductor-insulator-superconductor 
Josephson junctions.38 

Because of the large change in shielded volume that occurs at Tc of the coupling 
component, there is a striking change in susceptibility. The change in resistivity, in 
comparison, is minor because the coupling component forms a small part of the 
conduction path. A crushed sintered sample yields isolated grains with only intrinsic 
characteristics/8,24,25,35,39,40 Both intrinsic and coupling critical temperatures are 

Fig. 1. 
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field dependent, the latter more so.17.19,23,40 This dependence may be examined with 
increasing ac measurement fields or dc bias fields.41 

For high quality, strongly coupled, sintered superconductors, the two critical 
temperatures coincide for small measuring fields.17 The coupling Tc is not depressed 
as much with increasing measurement field compared to a poor quality, weakly coupled 
sample. A typical measurement42 for a sample of high quality, sintered, high-Tc 
(Bi-PbhSr2Ca2Cu30x is presented in Fig. 1. The real (x') and imaginary (x") parts of 
internal susceptibility (corrected for demagnetizing factor) are shown as a function of 
increasing temperature, with the intrinsic and coupling segments identified. The 
measurement field of 80 A· m -1 rms is large enough to separate the two components. 
For a small measurement field of 0.8 A·m-1 rms, the critical temperatures overlap. 

Figure 2 shows internal ac susceptibility curves for poor quality, weakly coupled, 
sintered YBa2Cu307_6 measured in 0.8 A·m-1 and 80 A·m-1 rms. Even for the 
lower measurement field, the coupling Tc (90.3 K) is considerably below the intrinsic 
Tc (91.1 K). There is no intrinsic X" peak for this sample for the fields used. 

Identification of Critical Temperature 

In resistivity measurements, Tc is the temperature at which a percolation path is 
established. The corresponding temperature for magnetic susceptibility occurs when a 
bulk shielding path is established. This occurs at Tc of the coupling component, in 
particular at the onset of coupling. The distinction between the intrinsic onset and 
coupling onset is pertinent for samples with weak coupling and for measurements made 
in moderately large fields. 

Fig. 2. 

- 1.0 ,.....-----,-----..,------.-----, en ......., 

{) 

< -0.5 
'iU 
E 

,-, 
, " 

1000 Hz 

0.8 Aim 
(0.01 Oe) 

~ -1.0 L-___ --L ____ .L-1 ___ --1.I ____ ...J 

..... 75 80 85 90 95 
TeDlperature (K) 

Internal ac susceptibility for sintered YBa2Cu307_6 with weak coupling 
measured in 0.8 A·m-1 and 80 A·m-1 rms at 1000 Hz. Even for the lo~er 
measurement field, the coupling Tc (90.3 K) is measurably below the intrinsic 
Tc (91.1 K). The sample was approximately a cylinder, diameter 0.9 mm, 
length 5 mm. The real part does not extrapolate to -1 because the sample 
volume used to compute susceptibility was approximate. 

53 



The critical temperature is sometimes taken as the midpoint of the diamagnetic 
transition and the width of the transition is quoted.43 There are several problems 
with this. First, there are two transitions. Second, the widths of the transitions are field 
dependent. Third, a large part of the transition to full diamagnetism is due to coupling. 
Fourth, the complete intrinsic transition is often obscured by the coupling transition. 
Therefore, it is more useful to define the critical temperatures as the onset 
temperatures, although the precise onset temperatures are uncertain, particularly due 
to fluctuation effects. 

Figure 3 shows ac susceptibility and ac resistance measured on a bar of 
(Bi-PbhSr2Ca2Cu30x- To compare resistivity and susceptibility curves, we first 
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Fig. 3. Comparison of ac susceptibility and resistance as functions of temperature for 
(Bi-PbhSr2Ca2Cu30x' (a) Mass susceptibility for four ac fields (rms values 
shown) at 1000 Hz. Intrinsic Tc is 107.6 K and, for the smallest measuring 
field, coupling Tc is 103.6 K. (b) Resistance for an ac measuring current of 
1 rnA rms at 500 Hz. The critical temperatures obtained from susceptibility 
are labeled. 
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calculate the self-field of the transport current used in the resistivity measurements. 
For a sample with circular cross section and uniform current density, the field inside 
the sample is H(r) = rII(27ra2), from Ampere's circuital law, where r is the radial 
coordinate, I is the current, and a is the sample radius. The average field obtained by 
integration over the sample cross section (rather than over the radius) is <tJ) = II(37ra). 
For our sample (actually of rectangular cross section with an effective radius a = 0.7 
mm), the self-field of the transport current (1 rnA) is negligible compared to any of the 
measuring fields, and the best comparison is with the lowest-field susceptibility curve. 
Intrinsic Tc is 107.6 K and coupling Tc for the lowest-field measurement is 103.6 K, as 
seen in Fig. 3( a). These temperatures are identified in the plot of resistance, Fig. 3(b). 
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Fig. 4. Comparison of ac susceptibility and resistance as functions of temperature for 
YBa2Cu307_S with extremely weak intergranular coupling. (a) Mass suscepti­
bility for three ac fields (rms values shown) at 1000 Hz. Intrinsic Tc is 92.1 K 
and, for the smallest measuring field, coupling Tc is 13.9 K. (b) Resistance for 
an ac measuring current of 0.1 rnA rms at 500 Hz. The critical temperatures 
obtained from susceptibility are labeled. The intrinsic critical temperature is 
unambiguous for this sample, which is semiconducting in the normal state. 
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The positive slope of the resistance curve above Tc indicates a normal conductor and 
the intrinsic Tc does not correspond to a distinguishing feature. Coupling Tc coincides 
with the zero-resistance temperature. 

Figure 4 shows ac susceptibility and ac resistance measured on a bar of sintered 
Y - Ba -eu -0 with extremely weak intergranular coupling. The comparison is 
informative. From Fig. 4(a), intrinsic Tc is 92.1 K but coupling Tc is only 13.9 K and 
very field dependent. In Fig. 4(b), there is a peak in the resistance curve at the intrinsic 
Tc where the material goes from the semiconducting state to the superconducting state. 
Resistance is zero at about the coupling Tc' In summary, the temperature for zero 
resistivity is related to the susceptibility coupling onset temperature, which is determined 
by the quality of intergrain coupling. The temperature for the initial drop in resistivity 
is related to the intrinsic onset temperature, which is determined by the qualiw of the 
grains. Other experimental studies are consistent with these conjectures.44- 4 

DEMAGNETIZING FACTORS 

Demagnetizing factors are important for the understanding of the susceptibility 
of superconductors and especially films. In the equation for magnetic induction, 
B = /Lo(H + M), H is the internal field, equal to the external or applied field Ha 
corrected by the demagnetizing field H d' The source of the demagnetizing field is taken 
to be magnetic poles on the surface of a magnetized specimen. In ellipsoids, the poles 
are distributed in such a way that all fields are uniform. These fields include H a, 

Hd , and H, and the magnetization M. They are related vectorially by the equation 
H = Ha + Hd = Ha - NM, where N is the demagnetizing tensor. If Ha is along a 
principal axis of the ellipsoid, then H = Ha + Hd = Ha - NM, where N is the scalar 
demagnetizing factor. (If Ha is not along a principal axis of the ellipsoid and X :;o!: 0, 
M is uniform but not coaxial with Ha, and the direction and magnitude of M depend on 
X.) For ellipsoids of revolution (spheroids) N is a function of the aspect ratio y of 
the ellipsoid (ratio of the polar axis to the equatorial axis) and is independent of 
susceptibility X:50,51 

N = (1 - y2)-I[1 - y(1 - y2)-Y2cos-lyJ 

N=t 
N = (y2 - 1)-I[y(y - 1)-Y2cosh-1y - 1] 

(y < 1), 

(y = 1), 

(y > 1). 

(la) 

(lb) 

(Ic) 

Demagnetizing factors for cylinders have been examined in detail by Chen, Brug, 
and Goldfarb.52 For cylinders, N is a function of y (ratio of length to diameter) and 
also X, which is assumed to be constant in the sample. With Ha along the cylinder axis, 
M and Hd are both nonuniform except in two cases. When X = 0, M is uniform. The 
approximation X = 0 is used for saturated ferromagnets, diamagnets, and paramagnets. 
When X -+ 00, Hd is uniform and equal to -Ha' The condition X -+ 00 applies to soft 
ferromagnetic materials. When X = -1, (M + Hd) is uniform and equal to -Ha' [That 
is, B = /LO(Ha + Hd + M) = 0.] This applies to superconductors in the shielding state. 

There are two types of demagnetizing factors for cylinders. The fluxmetric (or 
ballistic) demagnetizing factor Nt is the ratio -(Hd>J(M}s' where ( >s indicates an 
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Table 1. Longitudinal and transverse magnetometric 
demagnetizing factors N mz and N mx for 
cylinders with X = -1, after Taylor.53 

y is the ratio of length to diameter. 

Y Nmz Nmx 

0 1 0 
0.25 0.6764 0.2136 
0.5 0.5258 0.2928 
1 0.3692 0.3669 
2 0.2341 0.4237 
4 0.1361 0.4596 

co 0 0.5 

average over the center plane of the cylinder. The magnetometric demagnetizing factor 
Nm is the ratio -(Hd)j{M)v, where ( )v indicates an average over the volume of the 
cylinder. FI~etric factors are used when magnetization is measured ballistically, with 
a short search coil closely wrapped around the center of a long sample. Magnetometric 
factors are used with magnetometers that sense the entire sample volume, such as 
vibrating-sample magnetometers, SQUID magnetometers, and ac susceptometers, Both 
Nt and Nm depend on y and X. 

Experimental and theoretical work on demagnetizing factors for cylinders dates 
back to the 1880s. However, perhaps the only research ever published until recently 
for X = -1 was Taylor's paper on conducting cylinders.53 He calculated polar­
izabilities, which we can convert to N m' for several values of y for both longitudinal 
and transverse fields. Our reduction of his results is given in Table 1.52 Note that 
Nmx + Nmy + Nmz = 2Nmx + Nmz ~ 1. The subscripts x, y, z indicate the orthogonal 
axes, with the applied field along z. (The sum of the three orthogonal magnetometric 
demagnetizing factors for cylinders equals 1 only when X = 0.) Nm and Nt for the 
complete range of y and X are given in Ref. 52. Values of Nm for X = -1 are different 
from those often tabulated for X = O. For y = 1, for example, N mz = 0.3116 for X = O. 
One caveat is that values of Nm for X = -1 are for superconductors in the shielding 
state. Superconductors in the mixed state do not have constant susceptibility, which is 
one of the basic assumptions in the derivation. 

The measurement of susceptibility requires the application of Ha and the 
measurement of M. The susceptibility dM/dHa is characteristic of the sample and may 
be termed the external susceptibility Xext. The internal susceptibility X, characteristic of 
the material, is dM/dH. The two susceptibilities are related: X = Xex/(1 - NXext) and 
Xext = X/(l + NX)· When ac susceptibility is measured, Xext is a complex quantity: 
Xext == X~t + iX~· The internal susceptibility is also complex: X == X' + iX". When 
relating the two quantities X and Xext' the real parts and the imaginary parts are 
separated, resulting in 

X' = rx~t - N(x~l + x~h] / [N2(x~l + x~h - 2NX~t + 1], 

X" = X~t / [N2(x~l + x~h - 2NX~t + 1]. 

(2a) 

(2b) 
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This rule appears periodically in the literature.54- 56 (We should point out that an 
interesting artifact occurs in these equations for X' and X" in terms of X~t' X~ and N. 
When N "'" 1 and X~ "'" 1 and X~ "'" 0, as might occur for films in the normal state, X' 
and X" diverge, causing severe scatter in X' and X". Such values of X~t and X~ are not 
uncommon in actual measurements of thick films.) 

Volume Fraction of Superconductor Grains 

When the ideal ("X-ray") density of a superconductor is known, and when there 
are no nonsuperconducting phases present, the volume fraction of superconducting 
grains can be estimated from mass and volume measurements. Otherwise, susceptibility 
curves give some information on the volume fraction. When grains are fully coupled, 
the entire volume of a granular sample, including voids and nonsuperconducting phases, 
is shielded and X = ~ 1. When grains are uncoupled, the inductive susceptibility signal 
represents a summation of shielding signals from many grains; voids and 
nonsuperconducting phases do not contribute. 

Consider a sintered pellet of spherical superconductor grains, each with 
susceptibility Xg = -1, occupying a volume fraction ¢ in a medium of Xv = O. Let the 
measuring magnetic field strength be large enough to decouple the grains. The 
demagnetizing factor of each sphere is t. Let the bulk pellet have a very different 
demagnetizing factor (0, for example). If the total internal susceptibility X is based on 
the volume of the bulk pellet, including voids, can one deduce ¢ from the value of X 
(ixi :s; 1)? When we first addressed this problem17 we suggested that, for grains of 
unknown geometry, ¢ "'" Ix I. 

The susceptibility of mixtures was discussed by Maxwell in his Treatise.57 For 
perfectly conducting spheres in a nonmagnetic medium, the exact relationship is 
X = -3¢/(2 + ¢), or ¢ = -2X/(3 + X), where X is the internal susceptibility of the 
mixture. One implication is that, for dense pellets (¢ ...... 1), the effective demagnetizing 
factor for a susceptibility measurement is that of the pellet, not that of the grains, even 
when the grains are decoupled. (If demagnetizing fields are thought of as arising from 
surface magnetic poles, a dense mixture will have pole cancellation except at the surface 
of the pellet.) The effective susceptibility of granular superconductors, including the 
effect of magnetic penetration depth, has been examined recently.58-60 

When the magnetic penetration depth ,1. is on the order of the grain size, a 
significant fraction of the grain volume does not contribute to the X signa1.61 Tuically, 
,1. is on the order of 0.2 /Lm in high-Tc superconductors below -!Tc.62- For 
illustration,69 a 100% dense sample composed of uncoupled plates of thickness 10 /Lm 
would have, for H in the plane of the plates, X = -0.7. The reduction in X is especially 
severe near Tc' where,t becomes quite large: ,1.(1)/,1.(0) = [l-(T/Tc)n]-Yz, where n = 4 
in the two-fluid model,70 but empirically n ... 1 for Y-Ba-Cu-O.62 

Therefore, to estimate the volume fraction of superconducting grains in a sintered 
sample containing voids and nonsuperconducting inclusions: (1) The grains should be 
decoupled by using measuring fields large enough to depress the coupling transition 
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temperature. Thereby, voids and nonsuperconducting phases are not included in the 
shielded volume. (2) The grain dimensions should be significantly greater than A. so that 
a large fraction of the grain volume is shielded. Otherwise, A. should be included in the 
estimation. (3) The X value used to estimate the volume fraction should be taken well 
below the intrinsic Tc of the grains. This avoids the increase in A. near Tc' Chen et al. 
have precisely modeled X(I) and X(H) curves and calculated the volume fraction of 
grains using A. and the critical-state model for both grains and matrix. They deduced 
the existence of grain clusters in some samples based on discrepancies between actual 
volume fractions and those computed from the susceptibility data.71,72 

A destructive way to obtain the volume fraction of superconducting grains is to 
crush the sample pellet, collect all the powder, and use the original sample volume to 
compute X. For loosely packed powder, the appropriate demagnetizing factor would 
be closer to that of a grain, typically approximated as a sphere. This is most effective 
when the crushing simply separates the grains from each other. If the grains were finely 
pulverized, their size may approach A.. 

SUSCEPTIBILITY OF SUPERCONDUCTOR FILMS 

To easily distinguish the superconducting and normal states, resistivity is best 
measured in specimens with at least one thin dimension. Susceptibility, in contrast, is 
best measured when there is a large sample volume. Susceptibility measurements on 
films thus present special problems and require some interpretation. In measuring the 
susceptibility of films there are considerations of adequate shielded volume, field 
orientation with respect to the film plane, demagnetizing-factor corrections, and film 
thickness compared to A.. 

"The Absurdity of This Result ... " 

The magnetic susceptibility of superconductor films measured in perpendicular 
fields presents a paradox arising from perfect diamagnetism and a demagnetizing factor 
N that approaches 1. For perfectly shielded superconductors, X = -1, so Xext = 
-(1 - N)-l. As superconductor films get thinner, N -+ 1 andXext -+ -00. In the early 
days of electromagnetism, Maxwell commented, "If the value of " [susceptibility] could 
be negative and equal to l/(47T) [in eGS units, 1 in SI units] we should have an infinite 
value of the magnetization in the case of a magnetizing force acting normally to a flat 
plate or disk. The absurdity of this result confirms what we said in Art. 428.,,73 

Magnetization M is the measured magnetic moment m per sample volume~. As 

the superconductor gets thinner (with its cross sectional area constant), Xext -+ - 00 
because Vs -+ 0, not because m -+ - 00.74 Furthermore, as the film gets very thin and 
N ... 1, flux immediately penetrates the film for any Ha and the superconductor is no 
longer in the shielding state.75 But is not m linearly proportional to ~ or thickness t? 
If it were, M would be independent of t. We will show that, for a range of t, m remains 
constant for thick films of constant diameter d. Since a susceptometer pick-up coil 
voltage v is proportional m, this means that v is independent of t. The reason for this 
singular behavior is that, as t -+ 0, (1 - N) becomes proportional to t. 
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We model a circular superconductor film as an oblate ellipsoid, with major axes 
equal to the diameter d and minor axis equal to t. The ellipsoid volume Vs = i7T')'d3, 
where y is the aspect ratio tid. For small y,5O,51 N = 1 - !7T')' + 2y2. For Y s 0.003, 
the first two terms alone give N accurate to four significant figures. We use the 
linear approximation and Xext = ml(V /la) = -(1 - N)-l to get: m = - V /lal(1 - N) 
= - jd3Ha (independent of t/6,77 and a gauge for superconductor films, 

Xext = - 2/( 7T')'). (3) 

For computational convenience, we extrapolate these arguments to a flat cylinder: 
1 d 3 d - Id31{ Vs = <r7T'J' an m - -7 a' 

The magnetic moment of a superconductor arises from shielding currents which, 
for small applied fields, flow within a penetration depth A of the surface. If we consider 
a cylinder of diameter d and height t, the magnetic moment of the current loop is 
m = - t7Td2], where] is the total shielding current. In terms of a current density 1, 
m = - <r7Td21At, which is equal to a constant from the previous discussion. (Strictly, the 
shielding current in a superconducting cylinder does not flow in a uniformly wide sheath 
on its circumference.) What happens when t gets too small? As t decreases 1 must 
increase until it equals the critical current density le' Any further decrease in t will 
result in flux penetration into the superconductor. From m = - td3Ha = - t7Td21At, 
the critical thickness te is simply 2Hadl( 7Tlle), which offers a way to determine le if A is 
known. The analysis breaks down for thin films (t --+ A) for which there is an enhanced 
effective A.78 

We have experimentally verified some of these points with a series of seven 
superconducting Bi-Sr-Ca-Cu-O thick films. They were made by metallo-organic 
decomposition and had the usual granular characteristics. Their diameter was 3.22 mm 
and they ranged in thickness from 2.B (± 0.2) IJ.m to 0.37 (± 0.02) p,m. Plots of X:Xt as 
a function of temperature, measured in a field of O.B A . m -1, 1000 Hz, normal to their 
surface, were almost flat at low temperatures and indicated good diamagnetic shielding 
at 4.2 K for all except the 0.37-p,m film. x:XC at 4.2 K ranged from -390 for the 2.B-p,m 
film to -20BO for the O.SS-lJ.m film. (X~t was -2560 for the 0.37-p,m film.) These 
values are about half those expected from Xext = -2/(7T')'), which is not unreasonable 
considering the approximations involved. The pick-up coil voltages that gave rise to 
these X~t ranged from 4.0 to 4.4 p,V (almost constant). The 0.37-p,m film voltage was 
smaller, 3.6 p, V. The imperfect shielding for the 0.37-p,m film suggests that te = 0.4 IJ.m. 

Dependence on Field Angle 

When the field is perpendicular to the superconductor film plane there is more 
susceptometer signal than when the field is parallel. Aside from considerations 
regarding magnetic penetration depth, the reason is that, for the perpendicular 
orientation (N = 1), the applied field Ha is enhanced to give a large internal field, 
H = Hal(1 - N), and so are the magnetization, M = -Hal(l - N), and the external 
susceptibility, Xext = -(1 - N)-l. (For magnetically soft, ferromagnetic films, in 
comparison, X --+ 00 and Xext --+ N- 1.) 
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Misalignment of a superconductor film in a magnetometer or susceptometer 
causes errors in the measurement of Xext. For example, Gyorgy found that Xext of a Nb 
film of dimensions 7.6 mm x 5 mm x 0.13 /.Lm varied from -0.08, for Ha parallel to 
the film surface, to -0.17 for Ha at an angle of OS from the film plane, to -18 for Ha 
at an angle of 8°.79 Teshima et al. studied the angular dependence of the mixed-state 
magnetic hysteresis loop and concluded that the magnetization is perpendicular to the 
film plane for any direction of the applied field.80 

We can examine the field-angle problem analytically. We start by modeling the 
film as an isotropic (constant X), oblate ellipsoid. We use the relations 

Ha,~ = H~ + N~M~ = H~(1 + N~X), 
M~ = XH~ = XHa,~ / (1 + N~X) = Ha,~ / (x-I + N~), 

(4a) 

(4b) 

where the subscript ~ denotes the three ellipsoid axes x, y, z. Ha is at an angle fJ with 
respect to the normal to the film plane (z axis), so Ha,z = HacosO and Ha,x = HasinO. 
For a superconductor in the shielding state, we take X = -1. Using 2Nx + Nz = 1, we 
have 

Mz = -HacosfJ / (1 - Nz), 

Mx = -HasinfJ / (1 - Nx) = -2HasinO / (1 + Nz). 

(5a) 

(5b) 

But we measure M only in the axis of Ha, that is, MzcosO + MxsinfJ, so our measured 
susceptibility is 

(6) 

For superconductor films (Nz -- 1), a slightly out-of-plane Ha (0 < t'7T) will cause Mz 
to dominate. The same analysis for magnetically soft, ferromagnetic ellipsoids ex -- 00) 
gives 

M z = H aCos(} I Nz, 

Mx = 2HasinO / (1 - Nz), 

Xext = cos20 I Nz + 2sin2(} / (1 - Nz). 

(7a) 

(7b) 

(8) 

For ferromagnetic films, a slightly off-axis Ha (0 > 0) will cause much of the 
magnetization to be in plane. 

Multiple Phases 

When susceptibility is measured as a function of temperature in perpendicular 
field, Xext curves appear strikingly different from the X curves obtained after correcting 
for demagnetizing factor. Measurements made with the field perpendicular to the film 
plane give very large values of external susceptibility. Values of -1500 for X~t are 
typical. However, when corrected for demagnetizing factor, any large negative value 
of X~ will convert to X' "" -1; there is negligible difference in X' between X~t = -1500 
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and X:m = -15. Furthermore, huge errors in volume will barely affect the X' result. 
The obvious way to avoid these difficulties is to measure X with the field parallel to the 
plane of the film. However, this arrangement gives inadequate signal if the sample 
volume is insufficient or if the magnetic penetration depth is large relative to the film 
thickness. Furthermore, it is sometimes difficult to align films perfectly parallel to the 
applied field. If these problems arise, one has to resort to measurements in 
perpendicular field in which Xext is measured and X is computed. 

Superconducting Bi -Sr-Ca -Cu -0 thick films, about 1 J£m thick, were prepared 
by metallo-organic decomposition on single-crystal (100)-oriented MgO substrates.BI - B3 

By adjusting the heat treatment of the films, we varied the relative concentration of the 
two superconducting phases, BizSrCazCuzOx ("2122," nominal Tc = 85 K) and 
BizSrzCaZCu30x ("2223," nominal Tc = 110 K). Each phase had both intrinsic and 
coupling components. The films were highly oriented, composed of platelets with c axes 
perpendicular to the film plane. The platelets were 10-30 J£m wide and 0.2-0.3 J£m 
thick. The films were characterized by X-ray diffraction, electrical resistivity, and ac 
susceptibility in parallel and perpendicular fields with the intent of ascertaining the 
relative concentration of the 2212 and 2223 phases. 

The areas of the low-angle (002) X-ray diffraction peaks give a relative measure 
of the concentration of the two phases.B4 (Diffraction does not distinguish between 
intrinsic and coupling components.) For the (002) reflection, 50% of the signal comes 
from the top 0.16 J£m of the film. This is important because phase segregation through 
the film thickness is likely. Resistivity provides evidence of two phases, but the lower­
temperature 2212 phase will not be detected once the concentration of the higher­
temperature 2223 phase exceeds the percolation threshold. Thus, the relative 
magnitudes of the resistivity transitions will give only a hint of the phase fractions. 

For susceptibility, which is more useful, Xext or X? As noted above, the 
demagnetization correction to obtain X' from X:m is nonlinear. Thus X~t gives a better 
indication of the relative fractions of the different intrinsic phases. The coupling 
components should not be included in the determination; this might require 
measurements at several fields. (As expected, we found that the coupling component 
was tied to the "parent" phase. In single-phase 2212 samples, for example, there was 
no 2223 coupling component.) X, highly nonlinear, is useful for highlighting the 
transition temperature of each phase, especially the higher-temperature 2223 phase, 
which is often obscured in Xext. One strategy for determining the phase fractions, not 
suitable for routine measurements, is to scrape the films into a powder and measure its 
susceptibility, thus eliminating the coupling components and reducing the demagnetizing 
factor problem. Perhaps the major utility of susceptibility measurements in granular 
superconductors, however, is for characterizing the quality of intergrain coupling by the 
field dependence of the coupling transition temperature. 

In Table 2 we give values of the percentages of the 2212 and 2223 phases as 
inferred from resistivity, X-ray diffraction, and susceptibility, for one of the films while 
intact and after powdering. The presence of a small amount of BizSrZCu06 was 
ignored except in the X-ray determinations, which do not sum to 100. As far as we 
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Table 2. Volume percentage of 2212 and 2223 phases 
in a Bi-Sr-Ca-Cu-O film as inferred 

from different measurement methods. 

Morphology Method 2212 2223 

Film p 5 95 
Film X-ray 12 82 
Film X~t,HII 75 25 
Film X~t' H.L 60 40 

Powder X-ray 32 47 
Powder X~t 30 70 
Powder X' 40 60 

know, none of these determinations is "correct." Our intent is to illustrate the difficulty 
of the problem. 

UNITS 

Magnetic volume susceptibility X is dM/dH in both SI and eGs. In terms of base 
units, X is a dimensionless quantity. In eGS, however, X is usually expressed as emu, 
emu·cm-3, or emu·cm-3 ·Oe- I. The designation "emu" is merely an indicator that 
electromagnetic units are in use; it is not a unit. The unusual X units in eGS arise from 
ambiguity in the units for M.85 In eGS, H is in Oe (dimensionally and numerically 
equivalent to G). Magnetization, when written as 41rM, is in G. When magnetization 
is expressed simply as M (the magnetic moment m per unit volume) its units are 
erg· G -1. cm -3 (conventionally expressed as emu· cm -\ which are dimensionally but 
not numerically equivalent to G. Occasionally, eGS susceptibility is written as 4'l7"X 
(dimensionless), which is equal to SI susceptibility (dimensionless). 

Some of the symbols used in this paper and their associated SI units are 
M [A·m- I], I [A·m-2], a [m], H [A·m- I], and W [J ·m-3]. To convert equations to 
eGS EMU, replace symbols for H by (41rILo)-YW, symbols for I by (41r/ILo)'hI, symbols 
for M by (4Tr/ILo) '12M, symbols for X by 4'l7"X, and simplify as necessary. The symbols and 
their associated eGS EMU are M [emu·cm-3], I [abamp·cm-2], a [cm], H rOe], and 
W [erg·cm-3]. (Note that in eGS Gaussian units, IwouJd be in statamp·cm-2.) We 
avoid the use of "practical" or mixed units. 

SUSCEPTIBILllY OF BULK SUPERCONDUCTORS, CRITICAL-STATE MODEL 

In this section we review magnetic formulas for isotropic superconductors of 
several geometries in the Bean critical-state mode1.86- 88 Except for some of the high 
field susceptibility equations, most can be found in the literature in one form or 
another. Transport current, dc bias field, lower critical field, and surface barrier are all 
taken to be zero. Ha is the applied dc field. Hp is the full-penetration field, a function 
of the critical current density Ie (considered isotropic) and the cylinder radius (or slab 
half-thickness) a. M is the magnetization per unit volume of superconductor, which is 
equal to the half-width of the hysteresis loop ( t M1) for H a :?:: Hp. H m is the maximum 
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field for the hysteresis cycle, that is, the amplitude of the ac field. W is the hysteresis 
loss per unit volume per field cycle. X' and X" are the real and imaginary parts of ac 
susceptibility. The equations for X' and X" are derived from Fourier integrals of the 
magnetization89 using the complete equations for magnetization as a function of 
field,90 not the initial curve. By X' and X" we mean the fundamental Fourier 
components xi and xi. As a check, we know from first principles91,92 that 
X" = W/('TT'IJ-rfIm 2) for any Hm. For Hm :a> Hp' the Bean hysteresis loop is almost 
rectangular, and W -+ 4IJ-rfIrt#. A point worth emphasizing is that X' ;i; Xde == M/Ha. 
Only in the linear limit H m <C Hp does x' -+ Xde. Another point, applicable to the 
cylinder in transverse field, is that the susceptibilities are based on the applied field, 
and are not corrected for demagnetization. 

Infinite Slab, Thickness 2a, Parallel ~3,94 

The equations below are for the initial magnetization curve (0 :s; Ha :s; Hp) 
and the descending portion of the hysteresis loop (which depends on whether Hm :s; Hp 
or Hm ~ Hp). To get the ascending portion, replace M by -M and Ha by -Ha in 
the equations. For example, the ascending magnetization curve for Hm :s; Hp is 
M = -Ha - i(Hm 2 - 2Hflm - Ha 2)/Hp, based on Eq. (11). To calculate X' and X" 
we use Ha = H cos8. For Hm ~ Hp' we integrate from 8 = 0 to cos-l(l - 2/x), and 
from 8 = cos-~l - 2/x) to 'TT', where x == Hm/Hp. A useful trigonometric identity is 
sin[cos-l(l - 2/x)] = (2/x)(x - l)~. 

Hp = lea 

M = -Ha + !Ha 2/Hp 

(9) 

(0 :s; Ha :s; Hp) (10) 

Hm :s; Hp: M = -Ha + i(Hn? + 2Hflm - Ha 2)/Hp 

W = tIJ-rfIm3/Hp 

(-Hm :s; Ha :s; Hm) (11) 

(12) 

(13) 

(14) 

X' = -1 + !x 

X" = 2x/(3'TT') 

Hm ~ Hp: M = -!Hp + Hm - Ha - i(Hm - Ha)2/Hp 

(Hm-2Hp :s; Ha :s; Hm) (lSa) 

M = !Hp (-Hm :s; Ha :s; Hm-2Hp) (ISb) 

W = 2p,rfI~p - 4IJ-rJl/ (16) 

X' = {(-I + !x) cos-l(l - 2/x) 

+ [-1 + 4/(3x) - 4/(3x2)] (x - 1)~} / 'TT' (17) 

X" = (6/x - 4/x2)/(3'TT') (18) 

Infinite Cylinder, Radius a, Axial ~3,95-98 

Hp = lea 

M = -Ha + H//Hp - jHa3/H/ 
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(19) 

(0 :s; Ha :s; Hp) (20) 



M = -Ha + 1-(Hm2 + 'lHflm - Ha2)/Hp - t(Hm3 + Hm2Ha 

- H~a2 + tHa3)/H/ (-Hm S Ha S Hm) 
_ 4 31 2 _U 4/'H 2 W - "'Jf.LrfIm l'Hp - "'Jf.LI.r'm p 

X' = -1 + x - 5x2/16 

X" = (4x - ~)/(37T) 

M = -tHp + Hm - Ha - 1-(Hm - Ha)2/Hp 

+ (Hm - Ha)3/(1'lH/) (Hm-'lHp S Ha S Hm) 

M = tHp (-Hm S Ha S Hm-'lHp) 

W = tf.LrfI~p - jf.LrfIp 2 

X' = {(-I + x - 5x2/16) cos-l(l - 2/x) 

+ [-19/12 + ix + l/x - 2/(3x2») (x - 1)Y2} /7T 

X" = (4/x - 2/x2)/(37T) 

Infinite Cylinder, Radius a, Transverse H 

(21) 

(22) 

(23) 

(24) 

(25a) 

(25b) 

(26) 

(27) 

(28) 

This case has not been solved exactly, but a few approaches have been used 
successfully. The method of Carr et al. gives analytic equations in the limits of small 
and large fields99- I02 and is mostly numerical in between/OJ The hysteresis loss in SI 

units is W = 256f.LrfIm3/(97T2Hp) for Hm <II: Hp, and W = Jf.LrfI~p for Hm ,. Hp The 
method of Zenkevitch et al., presented below, gives reasonable equations for the 
full field range/04- I06 For M we preserved the form of the equations developed in 
Ref. 104. In terms of Hp, the equations are simply twice those for the cylinder in axial 
H. Different functional forms are given by other authors,I°7,I08 

Hp = 2Jca/7T 

M = -jHp[1 + (Ha - Hp)3/H/] 

(29) 

(0 S Ha S Hp) (30) 

Hm S Hi M = tHp[1 + (Hm - Ha - 'lHp)3/('lHp)3] 

- jHp[l + (Hm - Hp)3/H/] 

W = Jf.LrfIm3/Hp - tf.LoHm 4/H/ 

X~t = -2 + ~ - ix2 

X~t = (8x - 4x2)/(37T) 

(-Hm S Ha S Hm) (31) 

(32) 

(33) 

(34) 

Hm ~ Hp: M = 4Hp[1 + (Hm - Ha - 2Hp)3/(2Hp)3] - ~Hp 
(Hm-2Hp S Ha S Hm) (35a) 

M = ~Hp (-Hm S Ha S Hm-2Hp) (35b) 

W = Jf.LoHn/fp - 4f.Lof// (36) 

X~t = {( -2 + ~ - ix2) cos- l (1 - 2/x) 

+ [-19/6 + tx + 2/x - 4/(3x2») (x - 1)Y2} /7T (37) 

X~t = (8/x - 4/x2)/(37T) (38) 
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In Fig. 5 we plot X' and X" as functions of HJHm for the three cases. As we 
discuss in Ref. 89, Hp is a good proxy for temperature, and the inverted abscissa in 
Fig. 5 is meant to indicate the temperature dependence of susceptibility. Note that, 
for the transverse-field case, X:m -. - 2 as x -. O. For this geometry the demagnetizing 
factor is t; after correcting for demagnetization, X' -. -1. 

Critical Current Density 

Transport Ic is measured directly using electrical techniques.109 Alternatively, 
several magnetic methods may be usedPO To estimate Ic from magnetic 
measurements, one could measure M (at Ha ~ Hp) and derive what has become 
known as "magnetization Ic." Alternatively, one could measure the reduction in field 
AHa = 2Hp required to reverse the magnetization in the ~steresis loop.111,112 

Other magnetic methods are based on ac susceptibilitv,55,113- 16 usually with a dc 
bias field,116-119 sometimes using harmonic analysis.89,93,120-122 Curve fitting is often 
involved. For example, at the peak of X", Hm = Hp for cylinders113 and Hm = 4Hp 
for slabs108 (Fig. 5). The dimensions of the sample are used in all these methods. 

The equations that relate Ic to the magnetization are based on the assumption 
thatJc is a constant, independent ofHa. Apparently begging the question, the equations 
are often used to deduce Ic as a function of H a. This is not necessarily a serious error 
provided that certain conditions are satisfied: (1) The sample is homogeneous and 
isotropic, although the critical-state model has been extended for anisotropic critical 
current densitiesJ23,124 (2) The sample has dimensions consistent with the model. 
However, in the fully penetrated state (H ~ Hp) in the Bean formalism, the 
magnetization is saturated even for finite dimensions. Thus, for example, the infinite 
cylinder equation for M can be used for a finite disk in perpendicular field.80 (3) The 
field at which magnetization M is taken should be large enough (H > Hp) such that Ic 
is not a strong function of Ha.90 Specifically, estimates of Ie from M at Ha = 0 are 
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Fig. 5. External ac susceptibiliV for slab and cylinder geometries as functions of 
decreasing HJHm == x- based on the critical-state model. 

66 



likely to be in error. (4) Flux vortices are well pinned; that is, there is no flux 
creep.88 In practical type-II superconductors with highlc' or in high-Tc superconductors 
at low temperature, this is generally true. (5) There is little contribution from 
surface barriers125- 127 and reversible magnetization.127 This often applies at low 
temperatures, where the hysteresis loop symmetrically spans positive and negative M 
at high fields. 

All these conditions for use of the critical-state model are seldom satisfied 
simultaneously. Furthermore, interpretation of the magnetization loop and application 
of the critical-state formulas are different for weakly linked and homogeneous samples. 
For weakly linked samples, such as sintered, high-Tc superconductors, the magnetization 
at high fields gives the intragrain critical current.35 The average dimension of the grains 
should be used to deduce lc' In low fields the grains are coupled. The correct dimen­
sion is that of the specimen and the deduced lc is comparable to transport lc' But as 
noted above, the critical-state model cannot be used accurately at low fields, and in any 
event, the coupled material is not homogeneous. For homogeneous samples, such as 
single crystals and samples with contiguous oriented grains, the basic critical-state model 
can be used if the field is applied such that shielding currents flow isotropically. 

Lower Critical Field 

In materials with intrinsic and coupling components, there will be two lower 
critical fields. Generally, Hcl for type-II superconductors corresponds to the field 
at which the initial magnetization-versus-field curve deviates from linearity. In 
practice, detection of this field value is difficult because the deviation may be subtle, 
especially if the critical current density is large. However, if the magnetic field is 
cycled, an area, indicative of hysteresis loss, will be traced out in the M - H plane when 
H > Hel.128-130 This is effectively the field cycle used in ac susceptibility 
measurements, and hysteresis loss will appear as a positive imaginary part of 
susceptibility X".98,131 Therefore, when the field amplitude used in a X measurement 
exceeds Hcl' positive X" is expected and measurements of X"(1) at constant H,17,J32 
or X"(H) at constant T,133 may be used to deduce an upper limit for Hel (1). 
Equivalent to the X"(1) method, the corresponding feature in X'(1) or M(1) is a 
departure from full diamagnetism.129,134-136 

Susceptibility and its harmonics, measured as functions of H, reveal a distinct 
feature at Hc/ 22,128 In another method, Hel is included in an expanded critical-state 
model and is a function of the remanent (trapped) magnetization.137 In small 
specimens, such as thin films, one should be aware of the enhancement in Hel that 
arises when the magnetic penetration depth is on the order of one of the sample 
dimensions.27,61,69,138,139 

Interpretation of Peak in X" 

The critical-state model can account for many of the features in the temperature­
dependent X" (and x') without invoking any kind of loss mechanism or irreversibility 
other than magnetic hysteresis. The model may even be used to describe the behavior 
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of the intergranular coupling component of sintered superconductors.89,140 The 
following interpretation of the peaks in X" versus increasing T is based on the critical­
state approach and can be applied to both the intrinsic and coupling 
components/7,113,119 Susceptibility is measured in an ac field of constant magnitude. 
We divide the temperature scale into three ranges. (1) For T cC Te, the ac field causes 
shielding currents to flow on the surface of the sample and a line to be traced out in 
the M - H plane. There is no hysteresis because I < Ie' H < Hel, and X" = O. (2) For 
T somewhat below Te, Ie and Hel have decreased and shielding currents have to flow 
within the sample. The hysteresis loop in the M - H plane has an area associated with 
it, and X· > O. The losses and X" attain their maximum values after supercurrents and 
penetrated flux reach the center of the specimen. (3) As T approaches Te, Ie 
approaches 0, and the M-H loop has collapsed. Even though Hel also approaches 0, 
there is no area to the loop and no hysteresis loss; X" = O. This interpretation is in 
accordance with the expectations of the critical-state model, in which all energy losses 
are hysteretic and frequency independent. 

Other loss mechanisms besides hysteresis may contribute to X" in superconductors. 
These losses may be classified as time-dependent or time-independent/41 In 
particular, frequency effects may be explained by flux creep and flux flow/42- 144 

Other frequency-dependent contributions to X· could be eddy currents of normal-state 
electrons in a two-fluid modeI4,145-147 and vortex lattice viscosity and viscous 
damping.4,148-150 One physical interpretation of the ac susceptibility of 
superconductors is in terms of BCS theory, the generation of supercurrents, and the 
establishment of the Meissner statePl,152 Others have used a superconductor glass 
model and scaling with critical exponents/53,154 The time- and field-dependent onset 
of irreversibility (an "irreversibility plane"), which may occur below the temperature of 
the X" onset, may be observed by the generation of odd harmonics of susceptibility.89,122 

Occasionally the intrinsic X" peak is not apparent/55 There are several cases 
where this is likely, with regard to granular high-Te superconductors. (1) In well 
coupled materials, a small measuring field will cause the coupling peak to obscure the 
intrinsic peak. (2) There may be insufficient total grain volume. (3) Grain sizes may 
be on the order of ;..113 (4) The grains may be superconducting only on their surface; 
the interior is normal, perhaps owing to deficient oxygenation, or superconducting only 
at a lower temperature. In this state, there would be insufficient superconducting 
volume and therefore a low level of losses. (5) In good quality grains,145 Hel may be 
large just below Te. If Hel only falls below Ha at Te, no X" peak will be seen. That is, 
at the temperature that flux penetrates the grain, there is no longer any bulk pinning. 
A larger Ha will often elicit a measurable X". 

Upper Critical Field 

A plot of He2 versus T is the same as a plot of Te versus H. Following the 
distinction of intrinsic and coupling components, there are both intrinsic and coupling 
upper critical fields. Susceptibility can be used to deduce He2 versus T (at high 
temperatures) in much the same way as it was used to determine Hel versus T. At the 
onset temperature Te there is an equivalence between the measuring field and He2.25 
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SUSCEPTOMETER DESIGN 

Construction 

Low-frequency ac susceptibility measurements are often made with a coaxial 
mutual-inductance coil system consisting of a primary excitation field coil, a secondary 
pick-up coil, and a secondary compensation coil (three-coil system). The two secondary 
coils, connected to a bridge circuit, have the same dimensions. The midpoint between 
them is concentric with the primary coil.156-159 An alternative three-coil system, 
suitable for short or long samples, or when coil length, eddy currents, or temperature 
gradients are a problem, is with all coils concentricJ60 Here, the pick-up coil is close 
to the sample, but the compensation and field coils are not. To ensure balance between 
the pick-up and compensation coils, they are wound so that the mutual inductance of 
each with respect to the field coil is the same. Another three-coil system uses a large­
bore field coil with side-by-side secondary coils.161 If the compensation coil, or some 
other field compensation source, is omitted (two-coil system),162 the measured 
quantity is ac permeability (p, = P-' + ip-"), which is numerically related to ac 
susceptibility: p- = P-o(1 + X), p-' = P-o(1 + X'), p-" = P-Ql.", where P-o is the permeability 
of vacuum. If a single coil is used (one-coil system), one can relate the changes in 
inductance and resistance of the coil to ac X. Calibration is readily achieved in any 
magnetometric system when the sample is contained within the pick-up coil. 

At audio-frequencies, sensitivity is greatest for the susceptometer (three-coil) 
configuration. The ac susceptometer relies on inductive coupling between coils. A 
large number of turns on the pick-up coil increases the signal-to-noise ratio at low 
frequencies but causes capacitive coupling at high frequenciesJ63 A typical 
instrument with 520 turns of 28 gauge wire (0.32 mm diameter) on the primary and 
1340 turns of 38 gauge wire (0.10 mm diameter) on each secondary has capacitive 
coupling above about 5 kHz. The usable frequency range can be extended by reducing 
the number of turnsJ64 Resonance methods, using a single coil70,165-168 or a two­
coil bridge,169,170 may be used up to radio frequencies. A sample inserted in one of the 
coils causes a change in self inductance and phase that is related to the susceptibility. 
These methods are quite sensitive but have been often neglected. For metallic samples, 
eddy-current signals may present a problem at high frequencies. 

Alternating-field susceptibility characterizes the shielding properties of 
superconductors, whether measured upon cooling or upon warming after zero-field 
cooling. Typically, measurements are made in zero dc field as a function of ac field or 
in small ac fields as a function of dc bias field.89,117,118 The laboratory environment 
should not be ignored as a source of dc field, particularly in materials, such as sintered 
high-Tc superconductors, that are weakly coupled. For precise measurements it is 
desirable to surround the susceptometer with a high-permeability magnetic shield not 
too close to the coils. 

The pick-up and compensation coils may be connected in series opposition or in 
parallel to the differential input of a lock-in amplifier. The lock-in amplifier may be 
used either as a null detector upon adjustment of standard inductors and resistors 
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(Hartshorn bridge),171 or simply as an off-balance meter. An input band-pass filter 
should be used to attenuate harmonics with typical attenuation of more than 60 dB. 
In harmonic susceptibility measurements, filtering is used to isolate the harmonic of 
interest, as was done in Ref. 89. A constant ac current source (transconductance 
amplifier) should be used to drive the alternating-field coil if the temperature of the coil 
changes during the measurement. If the pick-up coil and compensation coil are 
immersed in liquid helium, Johnson (thermal) noise will be reduced and the coil 
resistances will remain constant. A disadvantage of this arrangement is that the sample 
will be weakly coupled to the pick-up coil if a reentrant Dewar is used to control the 
temperature of the sample. We will describe a system in which the coil temperature 
changes with that of the sample. To maximize sample coupling, the pick-up coils are 
wound beneath the field coil. It ts generally considered desirable to match the 
impedance of the pick-up coils to the input impedance of the lock-in amplifier. In 
practice, however, we have found that there is no advantage in terms of noise or 
sensitivity, and that the transformer may contribute phase shifts. 

Inevitably, there will be mismatch between the pick-up and compensation coils. 
This can vary with temperature and over time as the coils contract and expand. Two­
position susceptometers avoid this problem.1 72- 177 The sample is measured in each 
coil, with its position controlled by a sample rod and piston. The voltage signal 
attributable to the sample changes sign but the signal arising from coil imbalance does 
not. When the two measurements are subtracted and divided by two, the imbalance 
signal is removed. To minimize the imbalance and exploit the dynamic range of the 
lock-in amplifier, we use a trimming loop in series with the field coil. Its position is 
adjusted once to increase the coupling to either secondary coil. Its contribution to the 
measurement field is negligible. Sometimes a grounded "coil foil" (a sheet consisting 
of thin parallel strands of insulated copper wire 1 is used between the field coil and pick­
up coils to reduce their capacitive coupling.1 8 We have found that such a shield 
contributes little to the susceptometer performance. Another possible use for coil foil 
is for thermal stability.178 

To help achieve an isothermal environment, we use a sapphire (Al20 3) tube as 
a coil form. Sapphire is a good thermal conductor and poor electrical conductor. 
Metal coil forms are not used because they can contribute eddy-current signals. 
Metal structural components and heaters are well separated from the coils for the 
same reason. The normal heat leak in the Dewar can be used to slowly warm the 
sample, or the temperature may be actively controlled. A resistance or semiconductor 
thermometer and its connecting wires are thermally anchored to the sapphire. (In 
systems designed for use with high dc bias fields, the thermometer should be relatively 
insensitive to field. Carbon glass is an example.) Our sample holder is designed in 
three identical sections so that, in both the upper and lower positions, each secondary 
coil detects the same holder material except for the sample itself. The holder is open 
at the sides for sample insertion and removal. The clearance between the sample 
holder and the sapphire tube is small. To reduce the possibility of damage to the coils 
from sample-rod motion if air becomes trapped and frozen, we use the release 
mechanism shown in Fig. 6. The O-ring releases at about 7 N force. 
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Phase Adjustment 

The phase angle 1/J of the lock-in amplifier used to detect the pick-up coil voltage 
must be adjusted to correctly separate the real and imaginary parts of susceptibility. 
The adjustment may be done before the measurement or by computation, after the 
measurement: X~t = X~t,O cos1/J + X~t,O sin1/J, X~t = X~t,O cos1/J - X~t,O sin1/J, where 
the 0 subscripts indicate the measured susceptibilities before adjustment of the phase 
angle. 

Here is an opportunity for the experimentalist to use good judgement. The first 
guideline is that X" must never be negative. Phase adjustment is accomplished when 
samples are in low-loss states. Examples are superconductors in the shielding state (low 
temperature and low measuring field) and spin glasses179 in the paramagnetic state. 
Precise phase adjustment is necessary to observe frequency shifts in the susceptibility 
curves. 

The phase adjustment should be repeated for each sample and each measurement 
frequency but not for each measurement field. It is not practical to adjust phase for 
each measuring temperature, but, as temperature changes, the resistance of the 
susceptometer coils does change. This could cause some phase change in the mutual 
inductance bridge. To avoid this, the lock-in amplifier should be referenced to the 
voltage drop across a resistor in series with the primary coil. 

On the secondary circuit, the input impedance of the lock-in amplifier is large 
enough to make any change in the coil resistance insignificant. If desired, however, wire 
with a residual resistivity ratio close to 1, such as brass/80 could be used to wind the 
coils instead of copper magnet wire. (Wire with magnetic impurities should be 
avoided.) An added advantage would be the suppression of any eddy currents in the 
coils themselves. We have found copper wire to be satisfactory. Phase adjustment at 
different temperatures may be unavoidable if there are problems with eddy currents in 
structural elements. 

Free-moving 
sample rod 

(mechanism locked) 

Hollow piston 

Threaded 
split collar 

Sample rod 

Threaded 
sleeve 

O-ring 

Frozen 
sample rod 

(mechanism released) 

Fig. 6. Release mechanism used to decouple the top of the sample rod from the drive 
piston if there is excessive resistance to motion. The device is at room 
temperature, above the experiment Dewar. 
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Measurements 

With the use of computer controlled instruments, it is tempting to take as much 
data as possible in a single measurement session. Multiple measurement frequencies 
may be used at each temperature. It is usually not advisable to change magnetic field 
strength during the measurement of hysteretic materials because, at high fields, 
magnetic flux penetrates a superconductor and remains pinned. When measurements 
are continued at reduced fields, the pinned flux might wiggle around and contribute to 
the susceptometer signal. For a similar reason, ac measurements are usually best made 
upon warming, after cooling in zero field. Upon cooling through Te, flux exclusion is 
often incomplete and pinned flux may remain in the sample. The effect is small and 
it would be of concern only in precise work. 

SUSCEPTOMETER CALIBRATION 

Analytical and Numerical Calibrations and Standards 

A susceptometer pick-up coil can be calibrated analytically for spherical 
samplesP6 We use the dipole field of a uniformly magnetized sphere of magnetic 
moment m = MVs, whe,re M is the magnetization and Vs is the sample volume, and 
calculate the total flux ct> through a thin pick-up coil of radius a, length e, and n 
turns/81 We assume M = Xexlfa and Ha = Ho sin2'7Tj't, where Xext is the external 
susceptibility in 81 units and Ho and f are the amplitude and frequency of the applied 
field Ba' Finally, we use Faraday's law, v = dct>/dt, where v is the pick-up coil voltage, 
and get 

(39) 

where we now refer to the rms field and voltage and have ignored any sample voltage 
induced in the compensation coil. For a given pick-up coil, we assign a constant a to 
the quantity [( -!e)2 + a2]Yl / (wrrp.o)' When measuring harmonic susceptibility, the 
harmonic frequency, not the field frequency, is used for f.89 

It is also possible to calibrate susceptometers numerically for cylindrical 
samples with small susceptibilities ex = 0) or small demagnetizing factors (N = 0). 
Either will have almost uniform magnetization. The procedure models the sample as 
a solenoid and requires computation of the mutual inductance L * between the model 
solenoid and the susceptometer pick-up coil,z82 Once L * is known for the sample, 
we have Xext = vrms / (L *e2'TT'jHrms)' where Vrms is the pick-up coil voltage, e is the 
sample length,fis the frequency, andBrms is the applied field. Usually L * is calculated 
numerically, but if the pick-up coil is thin, L * can be calculated analytically/83 

Other calibration methods use standards. These include materials with known 
susceptibility, and magnetically soft ferromagnets ex -+ co) and superconductors 
ex = -1) with known demagnetizing factors (such as spheres and cylinders). These 
are discussed in Ref. 182. If cylinders are used, accurate values of Nm, corresponding 
to the standards' susceptibilities, are necessary. 
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Eddy Current Method 

A classical exercise is the calculation of the complex magnetic susceptibility of an 
isotropic, conducting sphere in a uniform ac magnetic field.184,185 The apparent 
susceptibility is due to eddy currents, not to the magnetic properties of the material, 
much like the magnetic susceptibility of a superconductor arises from shielding currents. 
The real and imaginary parts of external susceptibility are calculated in terms of the 
sphere radius a and the skin depth 8, 

X~t = t(8/a)[sinh(2a/8)-sin(2a/8)] / [cosh(2a/8)-cos(2a/8)] - i, (40a) 

X~t = t(8/a)[sinh(2a/8)+sin(2a/8)] / [cosh(2a/8)-cos(2a/8)] - t(82/a2). (40b) 

In the limit ofzero resistivity, 8 ..... 0, X~ ..... - i; using N = t for a sphere, X' ..... -1. 

This result provides the basis for another calibration method that uses 
spheres of normal conductors such as copper. One requirement is knowledge of the 
temperature dependence of 8 or, equivalently, resistivity p. Matthiessen's rule, 
expressed in terms of the residual resistivity ratio RRR == p(273 K)/p( 4 K), is 
p(1) = Pi(1) + p(273 K)/RRR, where Pi is the intrinsic resistivity. For copper, 
p(273 K) = 1.543 x 10-8 n'm, and values of RRR range from 10 to 2000. Values of 
p;(1) are tabulated.186 From p(1) we calculate 8(1) = [P(1)/('7T.f#£)]Y2, where f is the 
measurement frequency and #£ = #£0 for a nonmagnetic material. The point is that a 
copper sphere with known RRR will have predictable curves of X~t and X~t (or X' and 
X") as functions of temperature and frequency. [If the ac susceptometer is already 
calibrated, this method can be used to measure p(1).] In Fig. 7 we show X~t and X~t 
as functions of temperature for a copper sphere, a = 3.088 mm, at 10, 100, and 1000 
Hz (points). The measurement field was 80 A· m -1 rms, although the susceptibilities 
are independent of field. The curves shown are the predicted X~t and X~ from the 
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Fig. 7. Apparent susceptibility of a copper sphere as a function of temperature at 10, 
100, and 1000 Hz based on eddy currents and skin depth. Points are measured 
susceptibilities; curves are calculated susceptibilities. 
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eddy-current equations. The curves overlap the data at 10 Hz. The adjustable 
parameters were the lock-in-amplifier phase angle t/J (for each frequency) and RRR 
(adjusted to 150). We have used the 1000-Hz data in lectures to show students an 
"onset of diamagnetism" near 300 K: a room-temperature superconductor! 

Two related problems are for infinite cylinders in perpendicular and parallel 
fields.146,164,184,187-191 The infinite-cylinder solutions, together with the demagnetizing 
factors in Table 1, suggest that calibrations can be done with finite-sized cylinders 
provided B is small (that is, p is small and I is large). 

SUSCEPTOMETER SENSITIVITY 

The equation that describes the response of an ac susceptometer is Xext = 

avl(~ I Ha), where Xext is the volume susceptibility in SI units, a is the calibration 
constant (a function of the pick-up coil geometry) [A·m2.y-1·s-1], v is the pick-up 
coil voltage [V], Vs is the sample volume [m3], f is the frequency [s-l], and Ha is the 
magnetic field strength [A·m-1]. The sensitivity of an ac susceptometer depends on 
a and on the precision in the output vp of the ac voltmeter, typically a lock-in 
amplifier. Usually v is proportional to f, so avl f is the magnetic moment precision 
[A· m2]. (There is actually some degradation in voltage precision vp at low frequencies 
such as 10 Hz due to 111 noise.) For one of our susceptometers, a = 2.1546 and vJ f 
= 2.5XlO-10, giving a moment precision of 5XlO- lO A·m2 (5XlO-7 emu). Por 
comparison, commercial vibrating-sample magnetometers are able to measure about 
5xl0-8 A·m2 (5XlO-5 emu) and commercial SQUID magnetometers can detect about 
10-11 A ·m2 (10-8 emu). In principle, their sensitivity can be improved by increasing 
the pick-up coils' filling factor.1 92,193 Alternating-gradient-force magnetometers 
can measure about 10-11 A·m2 (10-8 emu).194 

Our moment precision of 5 x 10-10 A· m2 means the precISIOn in Xext is 
5 x 10-10 I(V jI). (That is, we can measure the susceptibility of a sample more precisely 
if we have a larger sample or use a larger measuring field.) For the favorable case of 
a sample sphere of diameter 5 mm measured in a field of 800 A . m -1, the susceptibility 
precision would be 10-5 (SI). For a 3-mm-diameter sphere measured in 80 A ·m-I, the 
precision would be only 4x 10-4 (SI). This assumes that both Vs and H are known 
exactly. Precision is not the same as accuracy, which depends on instrument calibration. 
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I. Introduction 

Alternating current (ac) inductive method is a time-derivative or differential technique 
in which a modulated magnetic field is impressed on the sample through a primary coil and 
the response is then measured with a secondary (pickup) coil. If loss elements exist in the 
sample, the induced voltage (Vs) will involve a phase shift with respect to that (Vr) measured 
without the sample. This phase-shifted signal can be decomposed into two components: one 
in phase with Vr and the other in quadrature to it.1•2 It has been widely used in 
superconductivity measurements3-43 and, most controversial of all, in the determination of 
the so-called irreversibility lines for the high Tc superconductors37-43 first observed using dc 
magnetization measurements.44 Because of the extremely complex vortex dynamics and 
possible material imperfections in most high-temperature superconductors, the ac approach 
remains controversial in many aspects of data interpretation. 

There are several perplexing questions regarding the magnetic measurement of 
superconductors: (1) Can ac magnetic susceptibility be used as an intrinsic physical property 
for type-II superconductors? If so, how can the frequency, field strength, sample size, and 
sample geometry dependencies of each measurement be properly normalized? Is there a 
scaling law? (2) Is dc susceptibility equivalent to the real part of ac susceptibility? (3) What is 
a mixed-state superconductor? A diamagnetic and near-perfect conductor? If so, can it be 
treated as an ultra-low-resistivity normal conductor using classical electrodynamics? (4) Can 
parallel and perpendicular fields be treated on a more or less equal footing so that theories 
available for parallel field, such as the critical state model, may be used for reasonable 
perpendicular field data interpretations? 

Answers to these questions are of practical interest because magnetic measurements, 
especially the ac inductive methods, are noncontact, easy to implement, and cost-effective for 
basic superconductivity studies. Question 4 is particularly important for thin films and bulk 
samples of aspect ratio close to unity. It is a difficult subject that has been treated in several 
classic papers.45-49 Useful discussions can also be found in the current proceedings.50 
Therefore I will restrict my remarks to the remaining three questions. 

Following a review of the basic operational principles of the ac inductive method in 
order to clarify the underlying fundamental physics, the concepts of complex permeability 
and susceptibility will be developed using two typical cases: (1) the hysteretic regime where 
superconducting screening effects dominate and the critical state model is applicable, and (2) 
the vortex-motion regime where ac screening is effective and classical electrodynamics of 
magnetic diffusion is applicable. Experimental results are then reported. Finally, a scaling 
law will be discussed. The thermally activated flux creep and flux flow models will be used 
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to evaluate the "ac irreversibility line" and its dependence on the field, frequency, and sample 
size in the flux-motion regime. 

II. Principles of AC Inductive Measurements 

The ac inductive method typically consists of a primary coil that generates an excitation 
signal and a secondary coil, wound around the periphery of the sample, that detects the rate 
of change of the linked magnetic flux density (B). B is the mean value of the flux density b(r) 
within the sample averaged over the entire sample volume. For a tubular sample with a 
secondary coil placed inside the hollow space, the signal detected would be the rate of change 
of flux density at the inner boundary (r = Ri) of the tube (Le., db/ddr = Ri')' since b(r<Ri) = 
b(r = Ri). Within the sample per se variations in b(r) arise due to the current density, J(r), 
induced by the applied magnetic field, H. Depending on the extent of penetration by the 
applied field, the current distribution J(r) and therefore the flux density b(r) could be 
nonuniform within the sample.l(r) and the penetrated field profile h(r) can be correlated as y 
x h(r) = ~(r), where Ilo is the vacuum permeability and the underline denotes a vector. In 
the absence of transport current, 1(r) is the magnetization current whereby a magnetic dipole 
moment ill is defined. Written explicitly: 

R = V-1 Iv h(r) d3r 

One also defines the magnetization as: 

M = mfV = (2Vr1fv [x.!.(r) d3r (1) 

Both Band M depend on the sample size and geometry for a nonuniform current distribution 
or flux density profile within the sample. The nonuniformity and size dependence may come 
from either the superconducting screening in the strong pinning (hysteresis) regime5 or the ac 
screening in the flux-motion regime, or most probably a combination of both. 

From electromagnetic theory we have B = Jlo(H + M) (in MKS units), where the 
magnetic susceptibility X and permeability Jl are defined such that M = xH and B = IloJlH 
(Jl = 1 + X)· While the ac inductive technique is generally not restricted to specific sample 
geometries or pickup coil configurations, the conventional definitions of Jl and X are limited 
to the volume-averaged quantities. From Eq. (1), X and Jl are both sample size and shape 
dependent. In the next section, Jl and X are defined in order to illustrate the concepts of phase 
shift, complex permeability, complex susceptibility, and the related magnetic losses. 

By differentiating M = B/Ilo - H on both sides with respect to time one obtains: 

dMldt = (1lo)-ldB/dt - dHldt (2) 

The rate of change of magnetization for a sample placed within the secondary coil can be 
determined from the pickup voltages measured with sample (Vs) and without sample (Vr, r = 
reference), since from Faraday's emflaw Vr = -lCrllodHIdt and Vs = -lCsdB/dt, where lCr and 
lCs are the coil constants that depend on the turns and total area enclosed. In the case of a 
circular coil of N turns with radius a, we may write lCr = N7ta2• lC_ also depends on the 
sample-to-coil volume ratio, which may be approximated by lC_ = N7ta2 if the sample is in 
close contact with the coil. Otherwise, lC_ includes a system coefficient associated with the 
sample-coil gap. Conventionally, an ideal superconductor of the same geometry is usually 
first measured to establish a calibration curve V_o(T,H). The diamagnetic shift V_(T,H) -
V_o(T,H) is often assumed to be proportional to the volume of the superconducting regions. 
In addition to practical difficulty, the use of this technique in determining bulk 
superconductivity has been addressed by Hein.29 Calibrations using ferroma$netic materials 
of known susceptibility have also been employed by various researchers.27, 0 Putting aside 
questions regarding measurement standardizations, I will focus on discussing the size, field, 
and frequency dependences of the ac measurements and thus will assume proximity between 
sample and secondary coil; V sand Vr will still be used to represent the sample and reference 
signals. Two cases will be discussed to illustrate the basic principles of the ac inductive 
measurements. First, the quasi-static approximation will be employed to treat the strong 
pinning (hard superconductor) case5; in this regime, the critical state model is applicable and 
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the size dependence should not be neglected. Then the field, frequency, and sample size 
dependences of the measurements for the weakly pinned case applicable to the high T c 
superconductors (diamagnetic conductors of ultra-low resistivity) will be treated. 

III. Hysteresis Losses: Hard Superconductors 

Hard superconductors represent an extreme case of strong flux pinning that typically 
exhibits hysteretic behaviors.s In response to an ac field H(t) = Haccos CDt, the B-field in the 
sample will show a phase lag. behind the H-field. Characteristic of such hysteretic behavior 
is the distorted periodic waveform where neither B nor M can be expressed as a sinusoidal 
function of single frequency. However, as will become clear, the higher harmonics are not 
responsible for any power dissipations, and hence the fundamental term remains the key 
component for loss analyses. As such, for the sake of heuristics, the first harmonic analysis 
will be used to illustrate the concepts of phase shifts, complex permeabilities, and 
susceptibilities. 

Induced voltages measured with and without a sample can be written as V s = -IV sl sin 
(CDt - ell) and Vr= -IVrl sin CDt, respectively. While the origins of maJmetic losses vary, the 
phase shift introduced here generally applies to a dissipative system.l-~ Provided that the coil 
is kept away from its resonance frequency, the pickup voltage measured without sample is: 

IVrl = JloKrCDHac (3) 

Let the magnetization lag behind the applied field by an angle a, then 

M = XH = xHaccos (CDt - a) = Hac(X cos a cos rot + X sin a sin CDt) (4) 

Also, B = JloJl.H= JloJl.Haccos (CDt - ell) = JloHacO.l. cos ell cos CDt + ~ sin ell sin CDt) (5) 

and Vs = -IVsl sin (CDt - ell) = - (lVsl cos. sin CDt -IVsl sin ell cos CDt) (6) 

Define X' = X cos a (7) 

and 

Then from Eq. (4), 

Obviously, 

and 

By the same token, 

and 

x"=xsina 

M = Hac(X' cos CDt + X" sin CDt) 

tan a = (x"Ix') 

X = (Xil + X"2) 1/2 

Vs' = IVsl COS. 

Vs" = IVsl sin • 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

then tan ell = Vs" / Vs' (14) 

and IVsl = ( Vs Il + Vs"2)lfl (15) 

By direct sub~titutions of dB/dt = -V JKs and dHldt = -V J(JloKf), as well as Eq. (3), (6), (9), 
(12) and (13) mto Eq. (2), 

X' = -1 + (.,yKs)Vs'/ IVr I (16) 

or 1 + X' = (.,yKs)Vs'/lVr I (17) 

and X" = (K/Xs)Vs"/ IVr I (18) 

With Eq. (I8}-(I9), it then follows from Eq. (11) and (15) that 

tan. = Vs"Ns' = X"/(I + X') 

Upon substitution of Eq. (11) into (20) we fmd: 

tan a/tan. = 1 + l/x' 

(19) 

(20) 

Eq. (20) suggests that as x' deviates gready from its perfect extreme X' = - 1 where M = - H 
and B = 0, say X' = - 0.5 in particular, one has ell = a ± 1t; that is, M and B or the effective 
current and the flux density are 1800 out of phase. This is not smprising because in the quasi-
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static limit, just like in a static situation, when X = - 0.5, M = - 0.5 H and therefore B = M + 
H = O.5H = -M. It is necessary to stress that, since magnetic quantities discussed here are 
volume averaged, the phase relationships should also be treated in the same contexts. 

From Eq. (9), x' is associated with the in-phase and X" with the out-of-phase signal 
with respect to the applied field. A complex susceptibility can be defined as 

i = X' + i X" = xexp(i9) (21) 

such that M=Re{iHacexp(-irot)} =XHacRe (exp-i(rot-9)} (22) 

which is equivalent to Eq. (4). Using the similar procedure, one may also obtain the complex 
penneability iI = 1 + X = 1 + X' + i X". 

Vs' and Vs" can be measured with a phase-sensitive detector !y'pically available on a 
lock-in amplifier. One could set the phase first and then measure Vs and Vs" directly (the 
X-Y mode), whereby the phase angle til can be calculated using Eq. (14). This mode could 
sometimes result in extra errors if the sensitivity settings have to be changed in the process. 
Otherwise, one could also use the phase tracking (R-tII) mode in which the magnitude IVsl 
and the phase angle til of the voltage are measured, whereby V s' and V s" can be calculated 
using Eq. (12) and (13). R-tII mode usually requires more time for data acquisition than the 
X-Y mode. Depending on the instrument, the phase angle measured by a lock-in amplifier 
could range from -180° to 180° or from 0° to 360°. However, since only half of the full 
angular domain is needed for an inverse trigonometric function, the angular domain {till 0 s: 
til s: x} was chosen. As a result, the phase angle til computed using the arctangent function, 
whose domain is {tIIl-1t/2 s: til s: 1t/2}, must be adjusted by adding x when tan til is negative. 
This will shift the functional domain into the desired range. In comparing with the 
experimental data obtained from a ±180° lock-in amplifier, one has to bear in mind that til, 
cI> + x, and cI> - x all represent the same angle. 

Based on Eq. (4) and (5), the energy dissipation, W, per unit volume per cycle can be 
calculated67 as the area enclosed by the B-H (or M-H) loop for H(t) = Hac cos rot: 

(23) 

= x Il"~ac 2 = 1tX"~ac2 (24) 

This is the area of an elliptic B-H (or M-H) hysteresis loop with semimajor axis Haclcos~ 
and semiminor axis IloIl"Haccos~ (or IloX''Haccos~) tilted at an angle ~ = tan-1(lloll') (or ~ = 
tan-1(IloX') versus the H-axis. The power dissipation per unit volume can also be calculated 
as P = wrr = roW/2x = ll"rolloHac2/2. The hysteresis loop traced out using the ac technique 
should be the same as that done using the dc technique unless other ac loss mechanisms 
exist. By definition J.l.dc = B/H (Xdc = MIH), while Ilac (XaC> for Hac superimposed on lidc 
are associated with the above-mentioned semiaxes of a minor hysteresis loop. Generally 
speaking, the two techniques measure different quantities except for a few occasions in their 
magnetic histories; direct comparisons of the dc susceptibility with the real part of the ac 
susceptibility thus offer limited physical implications. 

With the above analyses one can now write the full Fourier series of B(t) for an applied 
field of H( t) = Hoc + Hac cos rot as: 

B(t) = IlolldcHdc + lloHac Ln (Iln'cos nrot + Iln"sin nrot) (25) 

where XdcHdc is the dc tenn included here to account for the major loop.2 If the ac 
modulation is superimposed on a much stronger but slowly ramping dc field (Le., H = 
~c + Haccos rot), it would display a minor hysteresis loop of Rayleigh type2 (owing to Hac) 
superimposed on a major one (owing to ~c) in a B-H or M-H curve. Earlier comments 
regarding the fundamental differences between ac and dc susceptibilities remain valid, 
although here the loops will no longer be simple ellipses. The higher order Xn and Iln tenns 
indicate the extent of wavefonn distortion. The ac susceptibility (penneability) must be 
specified as a dynamic quantity at lidc, where sample size, Hac, and ro should also be noted. 
From Eq. (25): JX 

Iln' = (x~acrl B(t) cos nrot d rot (26) 

and Iln" = (x~acrlJ~(t) sin nrot d rot (27) 
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Similar analysis on M[H(t)] at H = Hc!c gives 

M(t) = XdJIdc + Hac Ln <xn'cos nwt + :xnnsin nwt) (28) 

where x: = (dIacrl J~(t) cos nwt dolt 

and Xnn = (dIac)-l rSin nwt dolt 

(29) 

(30) 

It is worth noting that J.1.1' = 1 + Xl' and J.I.n' = In' for n > 1 while J.l.nN = XnN for all n. In the 
meantime, it is also important to recognize from the orthogonality relations of the 
trigonometric functions that Eq. (24) remains unchanged in spite of the higher harmonic 
components. That is: 

W = q( J.1o Hac2 = It J.1.( J.1o Hac2 (31) 

It suggests that although the waveform distortion results in a nonelliptical hysteresis loop, the 
enclosed area remains unchanged; therefore, only the fundamental signal carries the energy 
loss information. J.1.N could be a function of applied field <Hclc + Hac). The field dependence of 
hysteretic losses may vary from being proportional to Hac3 at low field (below full field 
penetration) to being proportional to Hac at high field (beyond full field penetration) in 
accordance with the Bean critical state modeLs,Sl 

Knowing that V s = -ICsdB/dt, one may differentiate with respect to time on both sides 
of Eq. (25) and express Vs(t) in Fourier terms: 

Vs(t) = (1CJIC'I)IVr I ~ n ( Iln' sin nwt -Iln" cos nwt) (32) 

= ~ (V Sri' sin nwt - V Sri" cos nwt) (33) 

where we have used Eq. (3): IV rI = lCrJ.1oroHac. By direct comparisons of Eq. (32) and (33), 
onefmds 

and 

J.1.n' = (11 n) (K/Ks) Vsn' IIVr I 

J.I.n" = (11 n) (K/1C,,) V snN 1,IVr I 

(34) 

(35) 

The fundamental components Vst' and VsIN are the same as described in Eq. (17) and (18) 
where the subscripts were left out. 

In principle, the higher harmonics can be measured in a similar fashion as the 
fundamental signal. Commercial lock-in amplifiers are typically equipped with a second 
harmonic mode that allows synchronous measurement of V 82', V 82"' and <1>82' For the third 
and higher harmonics, phase-lock techniques usually have to be used to ensure the phase 
stability required for the synchronism between the input and output signals.52 

Studies of higher harmonics have been widely used to explore the nonlinear 
magnetizations and associated hysteretic behaviors for high-temperature superconductors. 
Earlier works5-23 based on the Bean critical state model failed to predict the even harmonic 
generations in the presence of a de field. In this model, the critical current was assumed to be 
independent of magnetic field. Later efforts pioneered by Kim and coworkers,53,54 which 
took the field dependence into consideration, were able to bridge the discrepancy, although 
others also successfully predicted similar results using magnetoresistive5S and Josephson 
junction models. 56-59 While consensus seems to be lacking as to which model best describes 
the critical state, a field-dependent critical current of any kind should generate even harmonics 
in a de bias field.60-61 

IV. Flux Motions and Skin Effects: The Frequency and Size Dependencies 
Eq. 24 shows that the energy loss per unit volume per period for a purely hysteretic 

system is independent of frequency. In reality, frequency-dependent susceptibility has been 
commonly observed for high-temperature superconductors. Below we will show that this 
can be understood in the general context of classical electrodynamics for a conductor of fmite 
resistivity. The physics of the flux-motion-related ac screening effects for such conductors 
can be described using the magnetic diffusion equation6~5: 
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(36) 

where Pt is the effective or total resistivity and pt!~ = Dt is the magnetic diffusion coefficient 
The basic physical meaning of Eq. (36) can be stated as the following. First, the varying 
applied magnetic field induces an electric field, which then results in an electric current, L 
inside a conductor of finite resistivity p. I and 12 are correlated through Y x h(r) = ~(r). The 
resistive dissipation per unit volume can be calculated as pJ2. The solution to Eq. (36) would 
thus carry a quadrature term in association with this loss. Cases for hollow cylinders,63,66 
solid cylinders,2,63,64 spheres,63,64 and planar sheets2,63,64 have all been solved analytically 
for constant diffusion coefficients. Recently, approximations taking into account field­
dependent Dt have also been reported.67 

The diffusion coefficient may be assumed constant provided that the amplitude of the 
vortex movement is not too large, or the frequency is not too low, to allow one to treat the 
resistivity as an averaged value over one period of the oscillation. The resistivity introduced 
by the oscillating vortices then would simply depend on the root mean square (rms) value of 
the ac amplitude in addition to the dc field, if any, and is absorbed into the diffusion 
coefficient as a parameter. The resistivity Pt could originate from various sources; i.e., eddy 
current losses from electron scattering in the normal regions, field-driven flux flow losses, 
and thermally activated flux creep losses in those regions that contain vortices. Thus one may 
write pt(H,T) = Pe(T) + pff{H,T) + Ptt<H,T) where the subscripts denote the various contri­
butions. In wiriting this equation, it IS assumed that the normal regions are nonmagnetic so 
that the eddy current losses are independent ofB. In principle, it is possible to use the applied 
field strength, frequency, and temperature as modulating parameters in order to discriminate 
various loss mechanisms; however, this will rely on the resistivity models used, which 
unfortunately still need to be developed and tested. 

In studying magnetic diffusivity, it is useful to directly monitor the local flux density 
inside the material as a response to the changing external field. Hence it is interesting to use 
tubular samples. The ac field profiles in the superconductors and other metallic systems are 
known to be nonuniform and the phase relationships quite complex? The use of tubular 
samples serves several purposes: (1) small changes in the pickup voltage can be better 
identified because of superconducting shielding; (2) flux dynamics and ac screening 
contributions can be observed directly; and (3) when the secondary coil is wound around the 
tube, this geometry mimics an inhomogeneous material composed of a dissipative 
cylindrical shell enclosing a virtually nonelectromagnetic core; for oxide superconductors 
requiring oxygenation through thermal annealing, this could represent a practical situation. 

A calculation has been performed based on tubular geometries that essentially become 
a solid cylinder as the inner diameter of the tube is set to zero. The solution to Eq. (36) for a 
tube of infinite length, inner radius Ib, and outer radius ra can be obtained by imposing the 
following two boundary conditions:63 

~ Y x 12 Ir = Ib = 0, or dr Ir = Ib = 0 (37) 

and blr=ra=~ac=Bo (38) 

The first condition arises from the fact that there is no current inside the hollow space, while 
the second arises from the continuity of the tangential components of the two fields across 
the surface of the sample. Following the approach used by Smythe,63 we obtained: 

b(kr) _ Kl(la),) Io(kr) + 11(10],) Ko(kr) 
Bo - Kl(la),) Io(kr.)+ 11(la),) Kc,(kr.) (39) 

where b (kr) is the complex local magnetic field at position r and Iv(kr) and Kv(kr) are, 
respectively, the modified Bessel functions of the first kind and the second kind of order v. k 
is related to the skin depth I) = (2pt!~CJ)I/2 by k = (1 + i)/I),63-65 where-.fi)2 = -1, and k = 
(ip)l/2 in Smythe's notation,63 which makes use of the identity (i + 1)/"J2 = Vi. In what 
follows, the parameter {JJ.ooVpu1/2r = (P)I/2r is denoted by x. 
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The sensed flux: density with pickup coils placed in the bore will be b (krb). If the coil is 
wrapped around the tube, the sensed flux density should be the volume average B(k,ra,rb) = 
<b(kr)>r given as: 

(40) 

In performing the integraton in Eq. (40), recurrence relations for 10 and Ko have been used.63 

Note that Il(rb)~O as fb~_O. Eq. (39) and (40) then rlGduce_to the forms for a solid 
cylinder.24,63 We may write b = b' + ib" = b exp(ia(r» and B = <b>r = B' + iB" = B exp(icp) 
to distinguish the in-phase and the out-of-phase signals. The time harmonic fields b(t) and 
B(t) can be obtained, respectively, from 

and 

Then 

and 

b(t) = Re{(b exp(-irot)} 

B(t) = Re{B exp(-irot)} 

b(t) = b Re (exp-i(rot-a)} 

b' = b cos IX 

b" = b sin IX 

b = (b'2 + b/'2) 112 

tan a = (b"/b,) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

Again, a(r) is defined in the interval [0, 1t]. B can also be expressed in similar form except for 
a different phase angle. Some numerical results using Eq. (36}-(47) are given below. The 
Bessel functions of complex arguments were computed using Kelvin's berv and beiv 
functions.68 

Fig. la and Ib show the calculated b(~)lBo and BlBo (Bo = IloHac), respectively, as a 
function of Xa = (Iloro/p)l12ra = (l!2)I12rJo. The abscissa can be treated as the varying outer 
radius ra with (Iloro/p)l/2 held constant, or as the varying (Iloro/p)l12 while holding ra fixed. 
The scaled parameter x has special physical implications to be discussed later. First, assume 
fixed frequency and resistivity. Fig. la then depicts b(r = O)lBo versus the sample radius ra in 
unit of 0/(1(1.)112 or (Iloro/p)-l/1. The inset shows the phase angle between b(r = 0) and Bo; we 
observe that the b-field phasor rotates with increasing radius over the entire angular domain 
while the in-phase and out-of-phase signals alter signs in an almost periodic fashion. 

The volume-averaged flux density as a function of xa, as shown in Fig. 1 b, exhibits a 
trend similar to Fig. 1 a except that the phasor rotation increases monotonically and eventually 
saturates at 45° at large x-values. This represents the case of a homogeneous cylindrical 
sample with a secondary coil wound on the periphery. Note that IBllBo = Jl, B'lBo = Jl/, and 
B"lBo = Jl", as defined in the previous section. In comparing the data of Fig. lb with that 
shown in Fig. la, we see that the drastic variation in local flux density has been smeared out 
as a result of the volume averaging. When the sample is small (Le., for small xa), much of 
the total induced screening current stays in phase with the applied field and the loss, 
represented by the magnitude of B" (or b") is thus low (Fig. 1 b, xa:5 2.5). In this region, as 
the sample increases in size, the loss, represented by the magnitude of B" or b", increases 
accordingly. On the other hand, when the sample is large (Fig. Ib, Xa ~ 2.5), the screening 
current is mostly confined within the skin depth and thus the effective losses would decrease 
as the sample size increases. The maximum B'lBo = Jl" '" 0.38 occurs at Xa '" 2.5 or ra '" 
1.776 when the ac screening current permeates an optimal fraction of the sample. 
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If we consider a specific sample size and let either frequency or resistivity vary, the 
B/Bo versus x plot then represents the co or p(B) dependeI,U penneability where one may write 
Xa = (J.Iofa2/p)112co112. It is interesting to note that P:(co) = B/Bo (Bo = tfoHac) given in Fig. Ib 
qualitatively obeys the Debye equation for a relaxation process:37,69,7 

g(co) ... _I_ 
J.L(O) 1 + icot (48) 

where t is the relaxation time for vortex motions. Because of the qualitative functional 
similarity, superconductors in an ac field can also be understood in the context of magnetic 
relaxation; the "forced and damped oscillators" tend to relax to their eqUilibrium state 
according to the relaxation equation dB/dt = (IJoH-B)/t, to which Eq. (48) is the solution. The 
peak J.L" occurs at COtm'" 1 as compared to that at xa2 = ~ = co(J.Lofa2/P-m) ... 6.25 obtained 
from Eq. (40) (Fig. Ib). We may correlate l/tm'" COm where COm = Pm xi/{J.Iof2). 

Using a small ac signal superimposed on a de field, the points (Hoc,T) for peak J.L" have 
been used to determine the "irreversibility line" on the H-T phase diagram for high­
temperature superconductors.30 While this line should be a thermodynamic boundary 
between the vortex liquid and vortex solid (based on the notion of vortex melting), and thus 
should be an intrinsic property, its dependencies on sample size, ac amplitude, and frequency 
have been observed,3(f,34,37-3«1,70-76 although opposite results also exist.40 For the former, the 
line shifts toward higher temperature as the frequency increases and toward lower 
temperature as the sample size decreases or as the ac amplitude increases. These effects can 
be understood in the context of classical electrodynamics based on the flux-motion-induced 
resistive dissipations. As the frequency increases, the peak in J.L" will shift toward higher 
temperature where p is larger, because the J.L" maximum occurs at (J.Loco/p)lt2ra = 2.5. By the 
same token, as the sample size decreases, the peak temperature will shift toward lower 
temperature, where p is smaller.43 

The remaining issue is how to properly correlate the overall resistivity to the relevant 
physical parameters, such as temperature, applied ac field, critical current, pinning potential, 
and viscosity coefficient. Because of the multiple variable dependence, it is anticipated that 
more careful investigations on well-characterized materials will be needed before one can 
construct a universal model. The main point is that while the loss characteristics can be 
interpreted using various flux-motion resistivity models under different circumstances, they 
are governed by the same magnetic diffusion equation based on the scaling parameter x = 
(J.Loco/p) It2r. 

Fig. 2a-2c show the calculated flux density profIle b(kr)/Bo for three samples with Xa = 
1,2, and 5, respectively. First, we observe that the two boundary conditions are indeed 
satisfied: b = Bo at r = ra (x = I, 2, 5) and db/dr = 0 at r = Ib = 0 (x = 0). Second, we see that 
the quadrature signal develops at the expense of the in-phase signal as the radius Xa increases 
from 1 to 2. Meanwhile, the skin effect becomes increasingly significant and the quadrature 
begins to gain dominance at the inner part of the sample. Finally, as Xa = 5 the quadrature 
signal recedes while the in-phase signal reaches into the negative regime and the skin effect 
becomes prominent. The magnitude of the overall flux density on the axis has now been 
reduced to about 18% of the applied field 

Fig. 3a and 3b show the calculated field profIles fb(kr)/Bo IIbS rSra} for two hollow 
cylinders, both with the same outer radii ra = 20(J.Loco/p)-112 but with different inner radii 1b = 
IO(J.Loco/p)-l/2 and 18(J.Loco/p)-1/2. The radii were chosen so that the b(kr) values are 
comparable with those in Fig. 2. The abscissa here is x = {J.Loco/p)lt2r. The results (Fig. 2b vs. 
Fig. 3b and Fig. 2c vs. Fig 3a) suggest that as the sample is bored, (J.Low/p)lf2ra must be 
increased such that a similar number of field lines can still be confined within the thickness. 
Experimentally, two situations would be of interest: (I) the flux density in the bore of a tube 
(i.e., bCk1b) based on Eq. (39», and (2) the average flux density over the entire volume of the 
tube and the bore (i.e., B based on Eq. (40». The latter could mimic an inhomogeneous 
sample with the region r<Ib being electromagnetically insensitive, whereas the former 
provides a sensitive scheme for phase detection. 
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Fig. 4a depicts the calculated b(la),)IBo and the associated phase angle as a function of 
Xa in the range [0, 100] for a tube with rtlra = 2/3. The phase angle varied from 0° to ±180°. 
Neither the in-phase nor the out-of-phase signal was restricted to a unipolar value. For the 
same sample, the calculated volume average flux density BIBo and the,)'hase angle are given 
in Fig. 4b. Note BIBo = j.J., B'IBo = j.J.' and B"IBo = j.J.", and j.J., j.J.' and j.J. are all >0. The results 
are similar to Fig. Ib except for some features. The shoulder exhibited here resembles a 
susceptibility versus temperature curve in the superconducting transition region. We found 
that as the inner radius approached zero, the shoulders were smeared out while the 
permeability curves converged to those of Fig. 1 b for the solid cylinder. Here the phase angle 
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could go up to 70°, well beyond the limiting value of 45° shown in Fig. 1 b. The peak value 
for Jl"(=O.5) now occurs at x = (Jloro/p)ll2ra '" 5.5 (or rala '" 3.89) as compared to 2.5 (or rJa 
'" 1.77) for the solid cylinder. If we regard the tube as an inhomogeneous cylinder, this 
suggests that the peak for Jl" should occur at a lower temperature (where p is smaller) for 
such a sample as compared to a homogeneous sample of the same size measured at the same 
frequency and applied field. Furthermore, since p increases with temperature, a backward 
plot of Fig. 4b (with decreasing xJ resembles the permeability vs. temperature curve; the 
shoulder in the transition region arises from the sample inhomogeneity discussed here and 
should not be mistaken for evidence of "phase transition" or "second phase impurity." 
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At the other extreme, for a very thin tube with 90.5% bore (or rt:/ra = 0.95), Fig. 5a and 5b 
show that the volume-averaged signal is almost the same as that measured at the center. 
Although they could reach into the negative regime at higher x-values than presented here, in 
the present cases, the imaginary components are always positive up to x = 100 but the in­
phase component Jl' = B'/Bo has assumed some negative values. This amounts to a 
susceptibility X' = -1 + Jl' less than -1. In taking account of the demagnetization effect, an 
uncertainty usually exists regarding the exact value of demagnetizaton factor. The effect 
discussed here further contributes to that uncertainty. Note that the peak for Jl" now occurs at 
(Jloro/p)1/2ra '" 30 and the phase angle could rotate from 0° to ±1800. Under such 
circumstances the ac irreversibility line will be shifted toward lower temperature (to obtain 
smaller p) for a given sample size, ac amplitude, and frequency. 

V. Experimental Setups and Sample Preparations 

The ac measurements can be largely divided into the following functional categories: 
(1) shielding effectiveness measurements, (2) susceptibility measurements, (3) 
magnetization and critical current determinations using a small modulation field super­
imposed on a larger dc bias field, and (4) electrodynamic studies focusing on relative signal 
variations rather than elaborated calibrations. While the detailed experimental setup for each 
category varies, the general scheme is largely composed of a primary and a secondary coil, 
an ac current source, a phase-sensitive detector, a waveform analyzer (digital storage 
oscilloscope and spectrum analyzer), and a data acquisition system. The secondary coil can 
be either compensated (double coil) or uncompensated (single coil). The former uses two 
coils wound in opposite directions to null the signal in the absence of sample. As the sample 
is inserted, a "large" signal would be detected. This scheme has been commonly employed 
in ac magnetic susceptometry. The difficulty with this approach is the coil impedance drift 
over a wide range of measuring conditions. With the advance of computer technology, the 
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single-coil approach may become more favorable. Here calibration runs can be carried out 
over the range of interest from which polynomial data fitting can be established. The coil 
impedance variations over temperature can thus be better controlled. One frequently 
encounters data showing negative J.l" (x") below T c or finite positive J.l" (X'') above T c. When 
this happens, the phase setting could be improper because the phase angle may drift as a 
result of coil impedance mismatch. 

From a measurement sensitivity viewpoint, when the lock-in amplifier is set at large 
scale (low sensitivity) to detect the "large" signal from a compensated coil system, a small 
variation would be very difficult to recognize. On the other hand, measuring the shielding 
signal using a tubular sample allows for subtle flux-motion studies since the lock-in 
amplifier scale would be set at a much smaller scale (higher sensitivity). Fig. 6a shows the 
basic components of the ac measurements for an uncompensated coil system; here a tubular 
sample was used For a compensated system, it was useful to introduce a phase shifter and a 
voltage divider between the two secondary coils, as shown in Fig. 6b, to fully null out the 
signal (i.e., by adjusting the phase as well as the amplitude). Aux density b(t) can be obtained 
by numerically integrating V(t) over· the acquired digital waveform or via analog integration. 

The frequency response of a measuring setup is important to the system performance. 
Fig. 7a shows a typical self-resonance at 250 kHz for a small coil roughly 2 mm in diameter 
wound with ",500 turns of A WG40 magnet wire at 77 K. The setup performance becomes 
unreliable as the resonance frequency is approached. The resonance effect extends over a 
wide bandwidth into the lower frequency regime, which could limit the useful operational 
frequencies to the kHz range. Fig. 7b illustrates the shielding effectiveness for a sintered 
YBa2Cu3D7-x superconducting tube which is roughly 70 dB at 77 K and fairly constant up to 
5 kHz for applied fields well below the penetration threshold. S Spurious pickups existed due 
to the geometric effect; the actual shielding effectiveness of this material can be as high as 
160 dB or lOS at low frequencies «1 kHz).:J6 The decline in shielding effectiveness at higher 
frequencies was believed to be partly due to the coil resonance and partly due to the flux 
motion. To account for the frequency effects of flux motion, it is essential that a valid 
bandwidth be clearly defined, especially for low-level measurements. 

Based on superior shielding effectiveness, we have focused mainly on the tubular 
sample in investigating the flux behaviors of the YBa2Cu307-x superconductors. The 
ceramic samples were sintered from powder at 950°C for 20 h, followed by annealing at 
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400-7000C for 4-20 h. The bulk densities of the samples averaged ... 89% of the theoretical 
density, or =5.6 glcm3. Typical onset Tc was 91 K WIth transition width 0.2-2 K according 
to the 10-90% magnetization criterion. Rod samples were roughly 1.5 mm in diameter and 
10 mm long. Tubu1ar samples, formed by isostatic pressing of calcined powder in a steel 
mold. were approximately 20 mm long, with a 12-mm outer diameter and an 8-mm inner 
diameter, or Ibfra == 2/3. 

VI. Experimental Results 

When the flux pinning is strong, the critical state model provides a simple picture for a 
field penetration and the associated critical current distribution in type II superconductors. In 
a tubular sample with a secondary coil placed inside the bore, we essentially measure the flux 
density at the inner surface since b(r<1b) = b(r = lb). To the extent that the alternating field 
does not penetrate as deep as lb, the coil will detect no change of flux. The response will 
therefore be flat. Fig. 8a shows the pickup voltage Vet) as well as the integrated waveform 
bet) (both normalized to the peak value) due to a sinusoidal applied field at 200 Hz for a 
sample annealed at 5500C for 48 h (the position variables for V and b have been dropped for 
the sake of simplicity). The flat shoulder of Vet) (equivalent to the clipped portion of bet»~ 
represents the time period where the remanent field established by the previous half cycle of 
the ac field is still present and the opposite half cycle of flux has yet to enter. In light of the 
critical state model, this shoulder indicates the existence of flux pinning and hysteresis while 
its width reflects the strength of pinning force and the magnitude of the critical current. 
Certainly it also depends upon the thickness of the tube. In the present case, the flat shoulder 
represents approximately two-thirds of a period, a fraction equal to the ratio of the inner 
radius to the outer radius: lbIra = 4 mm/6 mm. The flat shoulder observed here could 
become oblique or bear some features if rod samples are used instead; this is generally due to 
the uncompensated fundamental signal due to the empty space between the sample and coil. 
Typical of a hysteretic system, waveforms with the above-described shoulders contain higher 
harmonic tenns, as discussed previously. 

If there is no flux motion of any kind, the area enclosed by the hysteresis plot bet) 
versus H(t) = lIdc + Haccosrot should represent the total hysteretic dissipation. Suppose that 
one ignores the phase lag of bet) with respect to H(t), this area would become zero since no 
losses are incurred in the path. The phase shift is then added to account for the hysteretic 
behavior: the loop area would expand with the increasing phase angle, as predicted in Eq. 
(33) and (40) where phase infonnation was contained in X" and j.l.". If the bet) - H(t) plot 
could not be adjusted in any way to zero out the loop area, other dissipative mechanisms 
must exist, as will be discussed next. 

Fig. 8b-8d illustrate a series of nonnalized b-H hysteresis loops with increasing phase 
angle. The expanding loop reflects a larger phase shift and hence larger losses. Note that 
when the phase lag was set to zero, the plot in Fig. 8b still enclosed a [mite, although small, 
area. This suggests the existence of certain flux motion losses (on the order of a few percent) 
in this hysteresis-dominated regime. The overall hysteresis loss should be measured with the 
volume-averaged field rather than the local field discussed here; the local field measurement 
is only employed here to take advantage of the phase sensitivity in recognizing distinctive 
loss mechanisms. The key point here is that for ac measurements where flux motions coexist 
with hysteresis, conclusions regarding loss mechanisms must be made cautiously. 

Fig. 9a and 9b show the de bias effects on the waveforms Vet) and b(t), respectively. 
Hdc of 10 G and 13.6 G were added to the 26.8 G (nns) ac field (i.e., Hac == 38 G). In the 
positive half cycle where lIdc was added to Hac to give an even higher field, the flat region 
became narrower. This narrowing could be due to the weakened flux pinning or to the 
deteriorated critical current as a result of increasing field. In the negative half cycle, the overall 
phase angle shifted consistently and the remanent field bet) was essentially unaffected by 
Hdc, even though H(t) ... Hdc - Hac ... Hp; the reason for this was that, according to the 
critical state model, Hac rather than lIdc detennines the current distribution in the sample for 
the strongly pinned case. Based on symmetry arguments, it is believed that the asymmetric 
narrowed flat region between the two half cycles arose from flux motions more than from 
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the field-dependent critical current; otherwise the hysteresis plot in Fig. 8b would not have 
shown a linear region between saturations (flat regions). At higher temperature, this region 
was also found to be narrower for the same applied field and frequency. Using the phase­
zeroing technique applied to Fig. 8b, larger flux motion losses were observed as Hdc 
increased. 

Weakening of the pinning force was also observed as the frequency increased. Fig. 9c 
shows the narrower flat region for a 2000-Hz signal; it is understood that as the frequency 
increases the pinning effect becomes less effective and the flux-dynamics-related dissipative 
processes set in. Such frequency effect has also been observed in low-temperature 
superconductors, but at much higher frequency.51 

In the flux-motion regime, the flux density in the bore of a tubular sample was 
calculated as a function of the scaling parameter Xa = (J.1oro!p )l12ra. These calculations showed 
that the phase angle could rotate over the entire angular domain of±180°, in contrast to a 
solid cylinder where it was limited to 45° as far as the skin effect was concerned (Fig. 1 b). In 
the purely hysteretic regime, it can be shown that such a phase shift for a solid cylinder77 is 
bounded at 90° for Hac»Hp. Here Hp is the applied ac field threshold at which the field 
penetration reaches the center of a cylinder (or the inner surface of a tube). 

According to the Bean critical state model, Hp = Jcra for the cylinder and Hp = Jc(ra -
Ib) for the tube, where as usual ra and lb are the outer and inner radii, respectively. For a 
tubular sample, it will be shown that there is a transition from the hysteresis into the flux­
motion regime. The oscillating local flux density in the tube in response to an alternating field 
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H(t) = Hac cos rot can be divided into four regions for Hac> Hp (b(r<1b) = 0 ifH < Hp): 

(1) -Hac < H < -Hac + 2Hp, where b(t)/Ilo = b(r<1b)/1lo = -Hac + Hp = constant, 

(2) -Hac + 2Hp < H < Hac, where b(t)/Ilo = H(t) - Hp, 

(3) Hac - 2Hp < H < Hac, where b(t)/Ilo = Hac - Hp = constant, and 

(4) -Hac< H < Hac - 2Hp, where b(t)/Ilo = H(t) + Hp. 

These four segments enclose a hysteresis loop that is a limiting case (hysteretic losses 
only) to what is depicted in Fig. 8b-d. The corresponding induced wavefonns in response to 
a sinusoidal excitation should consist of blips on flat shoulders. The in-phase and out-of­
phase fundamental components of the local field (bIro) in the tube can be found through 
direct Fourier expansion bet) = l:n[b' nro cos(nrot) + b" nro sin(nrot)]. It follows that: 

b'lro = (Ilofn){ -2 (Hac - Hp) siny - Hac(Y + sin(2y)!2 ) + 2Hp siny} (49) 

and b" lro = (Ilofn){2(Hac - Hp)(l + cosy) + (cosy--1)[Hac(cosy+ 1) - 2Hp]} (50) 

where cosy = -1 + 2HnlHac. The magnitude of the total field and its phase shift a with 
respect to the applied field are, as usual: 

bIro = [b'lro2 + b" 1 ro2] 112 (51) 

and tan a1ro = b"lrofb'lro (52) 

Fig. 10 depicts the calculated a and the nonnalized local field b as a function of HacfHp (> 1) 
for a tubular sample based on Eq. (49)-(52). The local field increases linearly with the 
applied field for Hac»Hp, whereas the phase shift reverses from approximately 80° at Hac "" 
Hp to about 10° for Hp!Hac >10. This qualitatively agrees with the experimental results 
except for the exact magnitude of the phase angle, which is attributed to the emerging flux 
motions, as will be discussed below. 

Fig. 11 illustrates the measured fundamental component V 1ro of the total pickup 
voltages and phase angles (ro = 200 Hz) under various Hoc for a tubular sample annealed for 
16 h at 400°C. The slope of the curve below threshold arises from the leakage field 
(",,0.86JlV/G) and may be subtracted in data processing. Above threshold the signal rose ",,70 
dB (20 dB/decade) to saturation. The typical70-dB shielding effectiveness has already been 
shown in Fig. 7b. The inset of Fig. 11 shows the phase angle shift of more than 90° as Hac 
passes Hp. Eventually, the phase shift reversed as it increased further. Although the phase 
reversal was predicted in the critical state model, the shift of greater than 90° cannot be fully 
accounted for with hysteresis losses alone since this would have restricted the phase shift to 
less than 90° for Hac>Hp. As lIdc increased, Hp shifted consistently toward lower Hac. Sign 
alterations between the in-phase and the quadrature signal are implied in the large phase shift 
(i.e., a>900). It was noted (see Fig. 4) that a as a function of Xa = (Iloro/p)ll2ra varied 
periodically over the entire angular domain. Here one has the applied field as the varying 
parameter, which can be linked with the scaling parameter Xa through the field-dependent 
resistivity p = pCb), as will be discussed next. 

Fig. 12 illustrates V 1ro and a as a function of Hac for a tubular sample annealed for 48 
h at 700°C. As usual, the voltage went to saturation and the phase shift reversed as H»Hp. 
The interesting point here is that a completely reversed its sign with respect to the reference 
angle at H<Hp. We stress that the phase angle in the flux-motion regime may range from 0° 
to ±180° and the phase reversal simply reflects the local effect due to flux motion resistivity 
variations. Note that the initial phase lag before the turning point was only ",,30°, as compared 
with ",,95° for Fig. 11. Hence we have seen that as Hac passes the threshold, flux motion 
resistivities, whether due to flux creep, flux flow, or eddy current, will become increasingly 
important. 

In the scaling parameter x = (Iloro/p)l/2r, frequency can also be varied. Fig. 13 shows 
the relative amplitude (dB) of the nth harmonics V nro (n = 2,3, ... 9), which has been 
nonnalized with respect to the fundamental signal to remove the linear frequency 
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dependence. These higher hannonics are the Fourier components contained in the distorted 
waveforms shown in Fig. 8 and 9 (with the same sample at roughly the same applied field). 
They were measured using an HP3582A low-frequency spectrum analyzer with long time 
averaging to improve the signal-to-noise ratio at low frequencies. The reason for the 
occurrence of even hannonics is unclear. Mathematically speaking, even hannonics should 
not occur for a periodic waveform f(x + 2lt) = f(x), i.e., to observe even hannonics one 
needs f(x +'1t) '" f(x). Only a trace amount of trapped field would be sufficient to generate a 
significant level of even hannonics; we were unable to eliminate the even hannonics through 
reverse biasing the sample, assuming that they did indeed arise from the spurious dc signal 
from the power supply or from the earth field. Zero-field cooling in a zero-gauss chamber to 
reduce the ambient field to around 10 mG did not seem to prevent it either. 

The main point here is the remarkable evidence of skin effects for various odd har­
monics, which agrees with the calculations in section IV. It is unfortunate that the associated 
phase data could not be obtained, but if one takes the 3-dB rolloff at 750 Hz as the peak 
position of the quadrature signal (note that the data represents the total magnitude of the local 
field), then for the sample with rtJra '" 4 mm/6 mm = 2/3, the peak position should occur at 
Xa = (IloCll/p)l!2ra ::: 5.5 (see Fig. 4). Thus it is estimated that p '" 0.7j.1il-cm at the applied ac 
field of approximately 25 G (rms). Since the normal resistivities of the YB2CU307-x 
compounds were found to be on the order of mn-cm, this Iln-cm resistivity is believed to 
be caused mainly by the vortex motions. The corresponding magnetic diffusion coefficient is 
",224 cm2/s. At 750 Hz the skin depth is around 1.54 mm as compared with the 2-mm 
sample wall thickness. 
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Fig. 14 shows the effects of lidc and Hac on the ac shielding effectiveness of a tYpical 
sintered YB2CU307-x superconducting tube measured at 77 K (displayed as the pmkup 
voltage V lro) as a function of lidc (with Hac and ro as the parameters). The data show that at 
low lidc, the signals scale linearly with Hac and frequency. In this regime the coil inside the 
tube is largely shielded from the applied field except for some leakage signal. The data can be 
grouped into two categories: (1) fixed ro, various Hac, and (2) fixed Hac, various roo In the 
following, two extreme cases will be discussed. 

In case 1, at 0.1 kHz, the shielding signal is a strong function of Hac and lidc. As Hac 
increased from 0.5 to 1 G (rms), the shielding effectiveness of the sample was reduced to the 
extent that the alternating field was able to penetrate through the sample wall at a small HcJc. 
At this frequency, the skin effect was not effective and the applied field had enough time to 
sweep in and out of the sample volume. 

In case 2, at 10 kHz, the overall shielding effectiveness was independent of Hac up to 
the lidc applied. Compared with the data at 0.1 kHz, in this case the increases in p due to the 
increasing field must have been overcome by the increase in ro, resulting in a reduced skin 
depth and therefore higher ac shielding capability. The I-kHz signal showed a transition 
between these two extremes; thus this frequency dependence can be interpreted as due to the 
skin effect based on the classical electrodynamics of flux motion. In using the peak 
temJ>eratures for the imaginary part of the ac susceptibilities to determine the ac irreversibility 
line,30,34.37-39.70-76 the frequency effects suggest that such a line is in fact just a demarcation 
line (DL) separating different magnetic regimes in accordance with the dynamic responses of 
the flux vortices to external excitations. The true irreversibility line that defines the boundary 
between vortex solids and vortex liquids should be measured under isothermal and 
equilibrium conditions accessible only through true dc techniques (tentatively called the de 
irreversibility line for distinction). 

In association with these measurements, Fig. 15 shows the susceptibilities of a solid 
rod sample as a function of temperature measured with a conventional susceptometer (Hac = 
0.1 G, f = 1 kHz, and HcJc = 0-200 G). As the de field was increased from 0 to 200 G, the 
peak of X" shifted toward lower temperature (89.8 K~84.8 K). The peak position (H,T) of 
X" is plotted in Fig. 16, which, as discussed above, is a demarcation line at 1 kHz. The 
screened lines mark the trend of the demarcation line as the frequency or the ac amplitude 
increases. The size effect can also be sketched in a similar fashion. As the size decreases, the 
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line shifts toward lower temperature. The ac amplitude has a larger effect on the position of 
the demarcation than does the dc field; a 30-G increase in Hac could lead to a 10 K shift in 
peak temperature. The ac fields force the vortices to move periodically, and the energy losses 
are proportional to the amplitudes of the vortex displacements for such damped oscillations. 
The increases in energy losses due to the increases in the amplitude of vortex displacements 
are thus believed to be more significant than the decreases in thermal activation energy (or the 
increases in flux motion resistivity) caused by the dc field, based on the thermally activated 
flux creep model. 

VIL Scaling Law fot Flux Dynamics 

Thus far, the discussion, which has emphasized the flux dynamics based on a scaling 
parameter x = (lloco/p)l/2r, leads one to conclude that the frequency and field dependences of 
magnetic measurements were accountable via this parameter. These arguments were 
particularly interesting for the x-value where the peak of the quadrature signal occurs and the 
energy losses were maximal (denoted as Xm; m stands for maximum Jl). For homogeneous 
samples, Xm .. 2.5 as discussed in Fig. lb. Once the sample radius is given, resistivity is the 
only unknown. Various models have been proposed to account for the vortex-motion­
induced resistivity based on (1) the conventional viscous drag theories of flux flow, and (2) 
thermally activated flux creep. It will be illustrated that the scaling parameter could be used to 
substantiate a general theory in the flux-motion regime using specific p(T,H) functionals. 

The starting point for this discussion is the resistive transition regime based on the 
thermally activated process.77 Basic to this process is the temperature- and field-dependent 
thermal activation energy Uo(T,H). Following previous analyses conducted by various 
researchers using the Ginzburg-Landau theory, we take the activation energy functional 
as30•79-80: 

Uo(T,B)/kT = A(I-t)3!2JB (53) 

where A is a material constant to be determined experimentally (or to be fitted numerically, 
as will be discussed later), B is the flux density in the sample, and t = Tffc (Tc being the zero 
field transition temperature) is the reduced temperature. Eq. (53) will lead to an upward 
curvature for the H-T irreversibility line measured with a dc technique as well as the demar­
cation line measured with an ac technique. A simple power law is not applicable for a 
sintered polycrystalline YBa2Cu30?x superconductor measured with Hac = 0.1 G (rms), as 
is the case shown in Fig. 16, but the general trend agrees semiquantitatively with 
experiments. 

Based on the concept of phase slippage at the Josephson junctions, where vortices slip 
past one another over the activation energy barrier, the resistivity functional for TcI2<T<Tc 
(or 1/2 < t < 1) was found79 to be: 

pn(f,B)/Pn = [lo(u<I2kT)]-2 (54) 
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where Pn is the nonnal state resistivity and 10 is the modified Bessel function of order zero. 
Taking the peak temperature of the quadrature signal as the onset of irreversibility (Le., 
ptf(Tm.Hm) = Pm), and substituting Eq. (54) into the scaling parameter Xm = (JloO>/Pm)lflr, or 
Pm = 0>/(xm2/llrY2) = ptf(T m,Bm), one finds: 

ptf{T m,Bm)/Pn = 0>/0>0 (55) 

where (56) 

0>0 is a characteristic frequency corresponding to the frequency of maximum dissipation 
when the sample is nonnal. For r '" 1 mm, nonnal resistivity Pn '" Imn-cm, and 
Xm '" 2.5, one obtains fo = rooI21t '" 107 Hz. Using the experimental results from Palstra et 
al.,73 where the single crystal was 1 mm x 0.2 mm x 0.01 mm, with the radius approxi­
mated as the geometric mean of the shorter dimensions (r '" 0.022 mm) and Pn '" 0.1 mn­
cm, one obtains fo '" 109 Hz. Fundamental to Eq. (55) is that as the frequency increases, the 
ac screening will become more effective and therefore the resistivity has to be increased to 
maintain the desired maximal dissipation. This is the theme of the scaling law being 
discussed here. 

Combining Eq. (53)-(56) and assuming that Bm '" JloHm, 

{Io[A(I-tm)3/2/(2Hm)])-2 = o>/roo (57) 

where tm = TmlTe. Eq. (57) can be solved through numerical iterations to obtain the ac 
irreversibility lines, with frequency and sample size as varying parameters. The ac amplitude 
effect is contained in Hm, where Hm = fIde + Hacl(2)1/2. For superconducting YB2Cu307-x 
compounds (with T '" 90 K), it was estimated79 that A '" 3.5 ~Jeo(O), where Jeo(O) is the 
zero-field critical current at 0 K on the order of 107 for single crystals (A in G, Jeo(O) in 
Ncm2, and ~ '" 1). B (in G) is the flux density in the sample. Two limiting cases will now be 
considered: Uo»2kTm and Uo«2kTm. 

For case 1 (Uo»2kTm), using Io(x) '" exp(x)/(21tx)1/2 for x»1 and Eq. (57) one obtains: 

(58) 

Note that the applied field has been scaled with respect to A = 3.5 ~co(O) '" 107G for single­
crystalline YB2Cu3D7-x. At low temperature or high frequency, the logarithmic tenn on the 
left-hand side ofEq. (58) is much smaller than the first tenn and one can simply write: 

(I-tm)3/2/[HmfA] '" In(rooIo» (59) 

This relationship displays the logarithmic frequency dependence derived by previous 
researchers using transport current approaches.30 Here we see that as frequency increases, 
In(o>oIo» decreases and (1-tm)3/2 thus must also decrease (Hm kept constant). This means 
that tm must increase and the line must shift toward higher temperatures in the H-T diagram. 
At constant frequency, the line obeys the Hoo(I-trn)3ff law and concaves upward for 0>«0>0. 
Meanwhile, a reduction in radius of the sample will lead to a larger 0>0 and consequently a 
line shifted toward lower temperatures, in agreement with the experimental results on thin­
film samples.43 When the measuring frequency 0>-+0>0, tm-+l, case 2 (Uo«2kT) is in effect 
and Eq. (58) will no longer be applicable. 

For case 2 (Uo«2kTm), using Io(x) '" (1 + x2/4) for x«I, one obtains: 

Therefore 

or 

ptf(Tm.Hm)/Pn '" {I + [(1-tm)3/2/(4HmfA)]2}-2 

(I-tm)3/2/(4HmfA) '" [1- (ro/coo)l/2]l/2 

I-tm '" (4HmfA)2/3[1- (0)/coo)I/2]1/3 

(60) 

(61) 

(62) 

Note that tm-+ 1 as CO-+COo; that is, as the frequency increases, the ac irreversibility line will 
shift toward the He2 line and eventually merge with it. However, if co>O>o the peak should 
fail to appear. Under such circumstances, an alternative value must be chosen for the scaling 
factor Xm (or characteristic frequency coo), but this will mean loss of the "peak" as a 
discriminator, which practically renders the technique unreliable. 
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Now consider the flux flow case. From conventional flux flow theory,51 one has: 

Pfrt:T,H)/Pn'" H/Hc2(T) (63) 

In the Ginzburg-Landau approximation, Hc2(T) = Hc2(O) (l-t), where t = T/Tc(H = 0); 
therefore: 

p(f(T,H)/Pn = H/1Hc2(O)(1-t)] 

Since at t = tm, H = Hm, one has, via Eq. 55, that: 

Hm/UIc2(O)(1-tm)] '" ro/roo 

or I-tm'" [Hm/[Hc2(O)](roo/ro) 

(64) 

(65) 

Again, Hm = Hdc + Hac. Increases in ac amplitude will thus shift the T m toward lower 
temperatures. Decreasing the sample size will follow the same trend. Note that the frequency 
effect takes a different form than the thermally activated process, but in general, an increase 
in frequency will cause T m to shift to higher temperature. Here the controversial power law 
for the ac irreversibility line I-t 00 Ha takes IX = 1. 

VIII. Summary 

The ac magnetic properties of high-temperature superconductors depend on the 
magnitude of the dc bias field as well as the amplitude and frequency of the alternating field. 
They also depend on the sample geometries and sizes. Metallurgical imperfections in the 
material could significantly affect the phase information and the peak position of quadrature 
signal on the H-T plane. In the regime where flux motion can be neglected, the critical state 
model was able to account for the basic characteristics of the hysteretic behaviors. In the 
weakly pinned regime, flux dynamics could be understood using classical electrodynamics 
for normal metals in conjunction with various flux motion resistivity models. Flux-motion­
induced finite resistivity could lead to significant skin effect where the associated pickup 
voltage is in quadrature to the true magnetic contribution from magnetic hystereses, which 
could therefore result in misleading phase information. It is recommended that the ac 
susceptibility data be specified with sample geometry, sample size, measuring temperature, 
ac amplitude and frequency as well as dc field strength. 

A scaling law of flux-motion resistivity based on the peak position of the quadrature 
component of the ac measurements has been formulated to account for the frequency, field, 
and sample size effects on the ac irreversibility lines. It was argued that the ac irreversibility 
line was a demarcation line separating different flux vortex regimes in accordance with the 
dynamic responses of vortices to external excitations. It is different from a dc irreversibility 
line that separates vortex liquid from vortex solid on an H-T phase diagram. Below the ac 
irreversibility line, pervasive vortex motions follow the ac field, sweeping in and out, 
whereas beyond it, only those within the skin depth are affected. The demarcation occurs at 
the (H,T) line, where the above two extremes are balanced and a maximal energy dissipation 
status is reached. Estimations of physical parameters are in semiquantitative agreement with 
the experimental data. Generally speaking, the ac technique is a dynamic measurement that is 
different from its dc counterpart. Comparisons between them can only be done at extremely 
low frequencies and low ac amplitudes in the strong pinning regime for the high Tc 
superconductors. Application of the thermally activated flux-motion and traditional flux flow 
models to the scaling law allows one to predict the general trends of ac amplitude, frequency, 
dc bias, and sample size effects on the ac measurements. 
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INTRODUCTION 

Before revealing why the ac susceptibility technique is of particular importance 
in high pressure investigations, we would like first to briefly discuss the types of chan­
ges in the magnetic and superconducting properties which can occur when a solid is 
subjected to high pressures. The changes observed for the elemental solids across the 
periodic table are representative for all compounds and alloys. The only elemental 
solids which exhibit strong magnetic behavior, such as a Curie-law susceptibility or 
magnetic ordering, are solid oxygen, the 3d transition metals (Cr, Fe~ Co, Ni), the 4f 
rare earth metals (Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, YbJ, and the heavy 
5f actinides (Cm, Bk, Cf, Es, Fm, Md, No) [1]. An atomic orbital will contribute to 
strong forms of magnetism only if the orbital is partially filled and does not overlap or 
hybridize too extensively with the orbitals of neighboring atoms. This explains why 
the above elements with their relatively well localized 3d-, 4f-, and 5f-{)rbitals are 
strongly magnetic. The remaining elements exhibit only weak forms of magnetism 
such as Pauli paramagnetism, Van Vleck paramagnetism, and Larmor diamagnetism. 

Since subjecting a strongly magnetic solid to high pressures will bring its consti­
tuent atoms closer together, thus increasing nearest-neighbor orbital overlap, it is 
clear that pressure will normally weaken magnetism. It is thus no surprise that the 
Curie temperature of the weak itinerant ferromagnet ZrZn2 falls rapidly to zero under 
pressure as the magnetism is destroyed [2]. In the rare earth elements, on the other 
hand, the 4f-{)rbitals are located so close to the nucleus that applying pressure at first 
leads to (multiple) valence changes, where an electron is squeezed from the 4f-{)rbital 
into a valence state, before the 4f-4f overlap becomes sufficient to destroy the magne­
tism. Such valence changes of themselves can cause a drastic variation in the magne­
tic properties, leading to such fascinating phenomena as valence fluctuations and 
heavy-fermion or Kondo-lattice behavior. 

We now consider the superconducting state. What role do high pressure investi­
gations play here? Firstly, the application of pressure has lead to the creation of su­
perconductivity in a large number of elements and compounds, including the 16 ele­
ments Si, P, S, Ca, Sc, Ge, As, Se, Sr, Y, Sb, Te, Cs, Ba, Bi, and Lu, as well as the 
organic metals (TMTSFhPFa (the first or~anic superconductor, where Tc ~ 1.1 K at 
0.65 GPa) [3] and (BEDT-TTFhCu[N(CNh]Cl (the organic superconductor with the 
highest transition temperature Tc ~ 12.7 K at 0.03 GPa) [4]. Secondly, a large pres­
sure derivative of T c, either positive or negative, is a signal that the system under 
study may well be capable of reaching higher values of Teat ambient pressure, if only 
the system is suitably modified. The observation [5] of the very large pressure deriva-
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tive dTe/dP ~ + 9 K/GPa for La2-xBaxCuO. with Te(O) = 32 K led Wu et al.[6] to 
the substitution of the smaller Y for La and the discovery of the 90 K superconductor 
YBa2Cu307-y. The third application of high pressure is as a continuous well-defined 
parameter to check theories of superconductivity. Comparing the pressure dependence 
of normal and superconducting properties can also give information on the mechanisms 
responsible for the superconductivity. 

Many of the papers presented at this workshop consider the important informa­
tion on the superconducting and magnetic state of solids which can be gained from a 
precise determination of the real and imaginary parts of the ac susceptibility as a 
function of temperature and applied magnetic field. In this paper we would like to 
emphasize that the ac susceptibility technique is of particular value in high pressure 
studies. There are two principle reasons for this which are evident to us. Firstly, 
many experimental techniques (e.g. electrical resistivity, thermopower, Hall effect) 
require high quality electrical contacts to the sample. Securing adequate contacts is 
particularly difficult under high pressure conditions because of the tiny size of many 
pressure cells, particularly those which are capable of reaching the highest pressures. 
The fact that the ac susceptibility technique does not require electrical connections 
directly to the sample is an advantage of inestimable value. Secondly, the volume of 
the sample is only a very small fraction of the volume of the pressure clamp. In the 
pressure range to 10 GPa (100 kbar or 100,000 atmospheres), which results in a change 
of sample volume by typically 5-10%, the ratio of these volumes is only approximately 
1:100,000! Magnetic and superconducting properties are often measured in SQUID, 
vibrating-sample, and Faraday magnetometers. Using these techniques the properties 
of both the sample and the pressure cell are measured together, i.e. Mmeas(T,P,H) = 
Msample(T,P,H) + Meeu(T,P,H). To determine Msample, both Mmeas and MeeH must 
be determined separately and subtracted from one another. Since MeeH is often much 
larger than Msample, it is very difficult to determine the latter to high accuracy. The 
ac susceptibility technique, however, allows the pick-up coil to be wound directly 
around the sample itself in the high pressure environment, thus minimizing contribu­
tions from the pressure cell. 

EXPERIMENTAL 

There are two basic kinds of stress which can be applied to a solid: (1) hydrosta­
tic stress, such as transmitted by a liquid or gas, which is everywhere normal to the 
surface of the sample and constant in magnitude, and (2) uniaxial stress which is ap­
plied to the sample in a particular direction. Whereas for a dense sample there is no 
limit to the magnitude of hydrostatic pressure it can withstand, only relatively small 
uniaxial stresses can be applied without permanently deforming the sample. The use 
of hydrostatic pressure carries with it the difficulty of totally containing the gaseous or 
liquid pressure medium, particularly when electrical leads are brought into the pres­
sure chamber. A relatively simple pressure technique, termed "quasihydrostatic", 
utilizes a solid pressure medium such as steatite or NaC!. The nature of the applied 
"quasihydrostatic" pressure is neither purely hydrostatic nor purely uniaxial, but a 
combination of both. During the course of a quasihydrostatic pressure experiment the 
samples are exposed to shear stresses and cold worked. Any coil system embedded in 
the solid pressure medium will suffer a change in its geometric factors and a degrada­
tion in secondary-coil compensation. Quasihydrostatic pressure techniques are often 
used by groups striving to reach the highest pressures. Lotter and Wittig [7] have 
developed an interesting quasihydrostatic pressure cell to 10 GPa with vaseline as 
pressure medium where one secondary coil with 50 turns is located inside the pyrophy­
llite gasket with the second compensating secondary loop outside. 

In a hydrostatic pressure experiment the pressure is changed at a temperature 
above the melting curve of the pressure medium. The pressure medium freezes upon 
cooling. However, the magnitude of the shear stresses on the sample generated by the 
freezing process are far smaller than those that occur in a quasihydrostatic experiment. 
To which pressures does a pressure medium remain fluid and capable of transmitting 
hydrostatic pressures? The answer is different for each substance and is strongly tem-
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perature dependent; however, the last fluid substance to become solid at room temper­
ature (295 K) under pressure is liquid He at 11.8 GPa. Although He is solid above 
this pressure, it is still far softer than conventionally used pressure fluids such as 1:1 
n-pentane iso-amyl or 4:1 methanol-ethanol. 

In general, it is always preferable to use hydrostatic rather than quasihydrostatic 
high pressure techniques. Whether or not the two techniques lead to different experi­
mental results depends on the phenomena and materials under investigation. In super­
conductors, either technique leads to the same pressure dependence of the supercon­
ducting transition temperature Tc(P) in Pb [8], but not so in the A-15 compound V3Si 
[9] or the thorium-phosphide-structure compound La3S4 [10] where Tc initially in­
creases under hydrostatic pressure, but decreases under quasihydrostatic pressure! 

The most commonly used hydrostatic pressure device is the so-called "piston­
cylinder" technique [11] where two pistons in a bore compress a teflon bucket contain­
ing pressure fluid, coil system, sample, and manometer to pressures as high as 2 -
2.5 GPa. Since the teflon bucket has an inner diameter of typically 5-10 mm, the coil 
system for an ac susceptibility measurement can be easily placed inside. To avoid the 
sealing difficulties associated with bringing wires into the high pressure chamber, some 
groups move the coil system outside the high pressure region, thereby suffering a re­
duction in the signal/noise ratio and the ability to cleanly separate X' and X". In a 
piston-cylinder device the pressure is normally changed by removing the pressure 
clamp from the cryostat, placing it under a hydraulic press, and changing the force 
applied to the pistons. The pressure can be estimated by dividing this force by the 
area of the piston (P ex = F / A) or determined quantitatively in the low temperature 
region by using a superconducting manometer in the pressure cell to obtain Pin[12]. A 
plot of P ex versus P in for increasing and decreasing pressure shows a hysteresis which 
arises from internal friction in the pressure cell. 

Helium-Gas Cell 

A far more versatile technique for the pressure range 0-1.5 GPa is the He-gas 
pressure cell shown in Fig. 1 (Unipress, model GLCI0) where the gas compressor and 
manometer (usually a manganin gage which can resolve a change in pressure of only 
0.002 GPa) remain at room temperature and are connected to the Cu-Be pressure 
vessel in a cryostat at low temperature via a Cu-Be capillary tube [13]. The pressure 
can be changed at any temperature above the melting curve of He which is at 78 K for 
1.5 GPa or 38 K for 0.5 GPa; below the melting curve the capillary freezes shut with 
solid He, thereby preventing any further flow of gas between the pressure vessel and 
the external gas compressor. The pressure vessel can remain in the cryostat except 
when changing samples or replacing a defective seal. Since up to 12 Cu wires can be 
brought into the pressure chamber, a wide variety of measurements can be simultan­
eously carried out on one or more samples, including ac susceptibility, electrical resis­
tivity, Hall effect, and other transport properties. 

The Xac coil system used in the present studies (see Fig. 1) consists of two com­
pensated secondary coils (each 485 turns of 30 IJ.IIl Cu wire) surrounded by the primary 
coil (740 turns of 60 IJ.IIl Cu wire). The sample is placed in the center of one of the 
secondary coils. A Stanford Research model 530 dual phase lock-in amplifier is used 
to detect the signal from the compensated secondary coils utilizing the circuit diagram 
shown in Fig. 2. A highly stable constant-current oscillator (Optimation Inc., model 
RCD-9) sends an excitation current with several mA amplitude through Rh L and the 
primary coil. The voltage drop across R\ serves as a reference voltage for the lock-in 
and allows an accurate determination of the excitation current. An important part of 
the circuit is a variable impedance unit consisting of a variable inductance L coupled 
into the excitation current circuit, a variable resistor R2, and a fixed capacitor C. In 
general, the signals from each of the two secondary coils will differ somewhat in mag­
nitude and phase; a phase shift can occur if each secondary coil couples differently 
with metallic parts of the pressure cell lying nearby. The variable impedance unit 
allows one to generate a compensation signal with arbitrary magnitude (through varia­
tion of L) and phase (through variation of R2) so as to exactly compensate the net 
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signal from the secondary coils. A complete compensation allows the lock-in amplifier 
to be operated in an adequate sensitivity range. Since in the helium-gas cell the coup­
ling between the secondary windings and the pressure vessel is minimal in the frequen­
cy range below 1500 Hz, and thus the individual signals from the two secondary coils 
are in phase, R2 and C were removed from the circuit in Fig. 2. A small change in L 
represents a pure change in inductance which should only cause a signal change in the 
X' channel. The internal phase-angle adjustment in the lock-in amplifier is utilized to 
meet this requirement. The temperature of the sample inside the pressure cell can be 
accurately determined by two pairs of calibrated Pt- and Ge-resistors located pairwise 
directly above and below the pressure cell . 

Fig. 1. 

Fig. 2. 
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He-gas pressure vessel to 1.5 GPa (7 mm I.D. and 28 mm O.D.) made 
from Cu-Be alloy by Unipress (see Ref. 13). An enlarged view of the 24 
mm long coil system for 2 mm dia. samples is also shown. 
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To test the coil system the temperature dependence of Xae at 0.5 Oe for a 1.85 
mm dia. Pb-sphere was measured as a function of frequency, as shown in Fig. 3. At 
temperatures well below the superconducting transition temperature Te = 7.2 K, a 
large negative inductive si~nal X'(T) is observed which for low frequencies falls to 
nearly zero above Te. At higher frequencies the sharp change in X'(T) at Te decreases 
in size because of the increasing importance of the shielding in the normal state. 
X"(T) passes through a maximum near that temperature Til where the applied field 
penetrates to the center of the sample. The fact that T .. shifts to higher temperatures 
with increasing frequency is also a result of the increased shielding at higher frequen­
cies in the normal state. Both X'(T) and X"(T) are universal functions of the ratio of 
the sample dimension "a" to the screening length "6", the maximum in X"(T) occurr­
ing when a/6 = 2.41 [14]. We have also calculated the absolute magnitude of X'(T) 
and X"(T) by taking into account the ~eometry of the coil system and the demagneti­
zation {actor (D=I/3) of a sphere [15. Within the accuracy of this determination 
( ... 10%) the shielding effect is 100% so t at we set X'(5 K) = -1 (SI units) in Fig. 3. 

Azevedo et al.rI6] have developed a useful technique in which the low-field ESR 
resonance of a singfe-crystal sample is measured by winding a radio frequency coil 
directly onto the sample mounted inside a He-gas pressure cell. The ESR signal and 
the measured absorption in the rf coil are strongly dependent upon the magnetic state 
of the sample. With this technique they were able to study the pressure dependence of 
both the superconducting and spin-density wave transitions in (TMTSFhPF 6. 

Metal-Gasket Cell 

One of the few drawbacks of the He-gas technique is the limitation of the pres­
sure range to 1.5 GPa. To reach appreciably higher pressures it is necessary to press 
opposing anvils together. More than a decade ago Fasol and one of the present au­
thors (J.S.S.) 117] modified the so-ealled "metal-gasket" technique, which was well 
known in conjunction with the diamond-anvil cell, to allow electrical leads to be 
brought through the gasket into the high pressure chamber, as shown in Fig. 4. The 
use of tungsten carbide anvils instead of diamonds allowed a scaling up of the cell by 
roughly an order magnitude. In this technique two WC-anvils press into a gasket 
made of a high tensile--5trength alloy such as Cu-Be. Six Cu leads are brought into 
the 2mm dia. high pressure bore in the middle of the gasket. Although initially we 
used the cell to carry out measurements of the electrical resistivity, a miniature self-
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Temperature dependence of the (a) real X' and (b) imaginary X" 
parts of the ac susceptibility in SI units for a 1.85 mm dia. Ph­
sphere in coil system from Fig. 1 as a function of frequency. 
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supporting coil system was soon developed which allowed ac susceptibility studies [18). 
A 4:1 mixture of methanol~thanol serves as pressure medium. As shown in Fig. 4, a 
small piece of Pb is placed next to the sample to serve as a superconducting manome­
ter. The superconductin! transition temperature of Pb decreases under pressure at the 
rate dTc/dP = -0.365 K GPa in the range 0 - 5 GPa [12]. The Cu wire in the prima­
ry coil winding can also e used as a resistive manometer [191 over a wide temperature 
range, as will be discussed in a future publication. The usable pressure range depends 
on a number of factors, including the gasket material and the thickness and dimen­
sions of the WC-anvils. Pressures near 5 GPa have been reached over the entire tem­
perature range below 300 K using a Cu-Be gasket. The use of a special steel alloy 
extended this range to 12 GPa at room temperature; however, failure occurred at low 
temperatures, presumably due to gasket embrittlement. Pressures over 13 GPa would 
start to indent the WC anvils and thus limit the pressure. 

The self-supporting coil system used in this technique is also shown in Fig. 4. 
Since the coil system must be relatively flat to avoid getting squeezed by the anvils, 
the compensated secondary coils are wound on top of each other, instead of side-by­
side as in Fig. 1, to save height. The coil system typically has the dimensions 0.8 mm 
O.D., 0.3 mm I.D. and 0.8 mm height with approximately 100 windings in the secon­
dary coils and 30 windings in the primary coil; varnished Cu-wire with 30 IJ.IIl dia. is 
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used for the windings. The lock-in amplifier used here is EG&G model 5210. For the 
frequency used (5.05 kHz) the coupling between the coil system and the metal gasket 
leads to a phase shift of appoximately 2°. This could be compensated for within the 
lock-in amplifier, so that a complete separation of X'{T) and X"{T) was possible. 

Diamond Anvil Cell 

To appreciably extend the pressure range beyond 10 GPa, it is necessary to use 
anvil materials of superior hardness to tungsten carbide. Diamond is the hardest 
substance known, is transparent over a wide spectral range, possesses a very high 
thermal conductivity, and is electrically insulating which simplifies electrical insula­
tion problems in the pressure cell. Unfortunately, the high cost of diamond dictates 
the miniaturization of the entire pressure cell. Although several groups have succeed­
ed in bringing electrical leads into the pressure chamber [20], we are not aware that 
anyone has successfully mounted an Xac coil system inside the bore of a diamond-anvil 
gasket which typically has an initial diameter of 0.3 mm; under pressure the bore 
diameter decreases. Bringing electrical leads through the gasket region would consi­
derably complicate, if not doom, any attempt to use liquid He as pressure medium. 
For these reasons we have chosen to place the entire Xac coil system outside the 3 mm 
dia. gasket, as shown in Fig. 5. The pressure technique itself is identical to that for 
the metal-gasket cell illustrated in Fig. 4. The diamond-anvil clamp in Fig. 5 was 
built nearly a decade ago by one of the authors {J.S.S.)[21]. The force pushing the 
diamond anvils together is provided by a double-diaphragm press [221 which can be 
pressurized to more than 200 atm. of He gas. The gasket (Cu-Be, Re, or a Ta-W 
alloy) is loaded at 2.0 K with superfluid helium before sealing off the pressure chamber 
by pressing the diamond anvils into the gasket. Pressure is only changed at room 
temperature or above to stay above the melting curve of He. The measurement of the 
RI-fluorescence line of ruby chips located both inside and outside the pressure cell 
allows an accurate pressure determination at all temperatures to within 0.05 GPa [20]. 
In a test run where only a ruby chip, but no sample, was included in the HHoaded 
pressure cell, a pressure as high as 23 GPa was reached at room temperature before we 
lost courage. Much higher pressures should be possible. 

As before, the compensated secondary coils are wound on top of one another. 
The extremely poor filling factor of a sample typically 0.lxO.1xO.02 mm3 in a secon­
dary coil with 3.5 mm dia. drastically complicates the compensation of the two secon­
dary coils. Even though insulating epoxy is used as a coil form, the inductive coupling 
of the individual secondary coils with their metallic surroundings, including the metal 
gasket, is sufficiently different that the net signal exhibits a temperature dependence 
which is so large as to prevent the resolution of the superconducting transition of the 
sample. This temperature-dependent background can be significantly reduced by 
adjusting the resistor R2 and the inductance L in Fig. 2. Due to the very strong signal 
from the metal gasket inside the coil system, it was not possible to phase separate Xac 
into its real and imaginary parts, but rather the magnitude of Xac is measured versus 
temperature. The superconducting transition is barely visible in the measured data, as 
seen in Fig. 6a. After subtracting off the temperature dependence of the background 
and expanding the vertical scale, the curve in Fig. 6b is obtained. The superconduct­
ing transition is clearly resolved. In fact, changes in Tc as small as 0.1 K at 90 K can 
be resolved. 

RESULTS 

Weak-Itinerant Ferromagnets 

Before discussing the results of several recent high pressure experiments in the 
field of superconductivity, we would like to mention in passing one result from studies 
of magnetism which we feel exemplifies the ability of high pressure investigations to 
critically test theoretical predictions. As sketched in the Introduction, weak-itinerant 
ferromagnets such as ZrZn2 or TiBe2-xCux are situated very near the magnetic-non­
magnetic transition; for this reason the application of only very modest pressures is 
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sufficient to destabilize the magnetic state and drive the Curie temperature to zero 
[2,23] . Such behavior was given a theoretical framework by the following approximate 
expression proposed by Wohlfarth: dtnTcurie/dP ~ -{)./T2curie, where Q: is a slowly 
varying positive quantity [241. According to this expression, the decline of Tcurie 
under pressure should become more precipitous the smaller Tcurie is, a trend which has 
received support from experiment. 

SCa1n is a well known weak-itinerant ferromagnet with Tcurie ~ 5 K . However, 
Gardner et al.[25] reported that Tcurie increases under pressure for the single Scaln 

Fig. 5. 
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sample they investigated, which clashes with the above theoretical expectation. Utili­
zing the metal-gasket pressure cell shown in Fig. 4 for ac susceptibility and a Faraday 
balance magnetometer for ma$netization studies, Grewe et al.[26] studied the pressure 
dependence of Xac(T) and Ml T ,H) on three well--characterized polycrystalline SC3In 
samples and found that both Tcurie and the magnetization at a given temperature and 
field increase under pressure. Both results stand in direct contradiction to the predic­
tions of Wohlfarth's theory and show that the validity of this theory is not as general 
as had been believed. 

Conventional Superconductors 

We now discuss several high pressure experiments in the field of superconductivi­
ty. In simple-metal superconductors like Pb, Hg, Sn, In, AI, Zn, and Ga, the super­
conducting transition temperature Tc decreases under pressure at the rate dTc/dP ~ 
-{).2 to -{).4 K/GPa [27]. In transition-metal superconductors, on the other hand, 
dTcldP can be either positive or negative and take on much larger magnitudes[28]. 
Why does T c decrease under pressure for the simple metals? This can be most easily 
understood by considering a simplified form of the BCS formula: T c = 
gexp[-M9 2/CJ, where 9 is the Debye temperature, M is the molecular weifjht and C 
is a quantity which is only weakly pressure dependent for simple metals [27j. The 
Debye temperature increases under pressure as the lattice stiffens and the phonon 
spectrum is shifted to higher energies. Since the factor 9 2 in the exponent of the 
above Tc formula overpowers the prefactor 9, Tc should decrease as 9 increases. The 
rate of increase of the Debye temperature with pressure is given by dtn9/dP = 
"r-dtn9/dtnV] = "7, where 7 is the Gruneisen constant, "is the compressibility, and 
V is the sample volume. For the above elements the Gruneisen constant takes on the 
values 7 ~ +1.5 - 3 [27] which means that the Debye temperature increases under 
pressure about twice as fast as the sample volume decreases. This all means that the 
superconducting transition temperature of simple metals decreases under pressure 
because of the increase of the Debye temperature, i.e. because the lattice stiffens under 
pressure. This is reasonable physically, since the positive ions in a stiffer lattice can 

Fig. 6. 
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not approach each other as closely when an electron flies by as when the lattice is soft. 
Thus the behavior of Te under pressure is further evidence that the coupling between 
electrons in a Cooper pair is electron-phonon in nature involving the crystal lattice. 

Organic Superconductors 

. A decrease of Te under pressure is also a hallmark of organic superconductors 
such as (TMTSF)aPF6 [3), (TMTSFhCl04 [29), and (BEDT-TTFhIa [30). Is this an 
indication that here also the electron-phonon interaction leads to the superconductivi­
ty? To address this question we need to examine the magnitude of the pressure deri­
vative of Te. The results of the ac susceptibility measurements of Sieburger [31) ob­
tained for (BEDT-TTF)aCu(NCSh using the He-gas pressure system are shown in 
Fig. 7. The decrease of Te with pressure is enormous, dTe/dP = -29 K/GPa, in good 
agreement with the results of others [32). Lar~e pressure derivatives have been report­
ed for many other organic superconductors [30j. Since the value of dTe/dP for organic 
superconductors is approximately two orders of magnitude larger than for the simple 
metals, one might jump to the conclusion that a mechanism other than the electron­
phonon interaction is responsible for the superconductivity in organic metals. In fact, 
the very large J.>ressure derivative can be easily understood within an electron-phonon 
framework: (1) the compressibility K. ~ 0.1 GPa-1 is approximately an order of 
magnitude larger than for simple metals, and (2) the Gruneisen parameter '1 ~ 4 - 6 is 
about twice as large as for simple metals. Both factors contribute to a larger pressure 
derivative of Te for organic metals [33). 

High Temperature Superconductors 

Considering the relatively short five year time period since the discovery of high 
temperature superconductivity, there have been a large number of studies of the pres­
sure dependence of Te. Although it appears that the sign of dTe/dP is normally posi­
tive for hole-doped and negative for electron-doped materials, and that the magnitude 
of dTc/dP is inversely proportional to the value of Te, there is a large scatter in the 
reported data [34). This scatter may be due to differences in pressure technique, i.e. 
whether hydtostatic or quasihydrostatic, or to differences in the samples studied such 
as the concentration of oxygen or other components, defect density, whether polycry­
stalline or single-crystalline, etc. Indeed, for YBa2Cu307 the value of dTe/dP is 
known to vary markedly with the oxygen concentration [35). The disparity in the 
values of the pressure derivative is well illustrated by an ac susceptibility study of 
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Koch et al.[36] on several single crystals of YBa2Cu307. For one crystal Tc(P) in­
creased initially with pressure, passing through a maximum near 5 GPaj for two others 
Tc decreased monotonically with pressure. Koch et al.[36] raised the possibility that 
the vaseline pressure medium could have exerted shear stresses on the saIIiple under 
high pressure. 

To try to "set things straight", one of the authors (R.S.) decided to use our best 
pressure teChni~e and study Tc{P} to 0.6 GPa on YBa2Cu307 crystals using the 
He-gas system see Fig. I}. First, a crystal was chosen and the ac susceptibility was 
measured at am ient pressure, yielding curve I in Fig. 8. A double-peak structure in 
X"(T} is clearly seen. Under pressure 'the double-:peak structure was observed to shift 
bodily to higher temperature at the rate +0.7 K/GPa. After this measurement the 
sample was removed from the pressure cell and found to have broken apart into three 
pieces. In Fig. 8 we also show the x"{T}-data on these three "subcrystals" as the 
curves II, III, and IV. It is seen that here the whole is not the sum of its parts! The 
lower-temperature peak in curve I is missing in the three other curves. We ascribe 
this peak to weak-link behavior between the three subcrystals before they separated. 
We next measured Tc(P} on one of these subcrystalsj the results are shown in Fig. 9. 
The unusually sharp superconducting transition is seen to shift to higher temperatures 
under pressure at the rate dTc/dP = +(0.7 ± 0.2) K/GPa, exactly as found for the 
larger "mother" crystal above. Measurements at ten different values of the pressure 
taken with both increasing and decreasing pressure reveal Tc{P) to vary in a complete­
ly reversible fashion. A further measurement on another crystal from a different batch 
gave an identical pressure dependence [37]. 

In Fig. 10 we display previously published data [38] on another YBa2Cu307 
crystal where we found Tc to remain constant under hydrostatic pressure, but X"(T} 
to split reversibly into two peaks under pressurej the X'(T)-transition developed a 
shoulder under pressure. With increasing field amplitude the lower peak in X"(T) 
shifts rapidly to lower temperatures and broadens [37] . While it is certainly possible 
that pressure induces a phase separation, perhaps due to oxygen reordering, on the 
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basis of the above studies it is tempting to conjecture that there are microcracks in the 
crystal which reversibly open and close as external pressure is applied. It is appropri­
ate here to consider (Fig. 11) some beautiful experiments by Dian-lin et al.l39] on tiny 
(O.15xO.15xO.03 mma) YBa2CUa07 crystals where a double-step structure in X'(T) is 
seen to go away under pressure. The superconducting transition was measured by a 
modified ac bridge working at 5 MHz with an excitation field of less than 2 mG. To 
improve the sensitivity, both arms of the secondary coil system were placed in the 
pressure cell and tuned to resonance. The results in Fig. 11 are interpreted to mean 
that there is weak-link behavior even within a single crystal which apparently is sup­
pressed under pressure, i.e. the contacts between the subcrystals in the sample im­
prove under pressure. We will see below that similar behavior is also found for poly­
crystalline material where the grain boundaries form weak links. 

To be able to identify systematics in Tc(P) it would be of obvious benefit to 
expand the pressure region available. The diamond-anvil apparatus shown in Fig. 5 is 
capable of generating pressures one to two orders of magnitude higher than those 
accessible with the He-gas system. In Fig. 12 we show X(T) for a YBa2CUa07 single 
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crystal [40]. Under pressure Tc at first increases but then decreases. This nonmonoto­
nic behavior is brought out more clearly in Fig. 13 where Tc(P) is seen to pass through 
a maximum near 4 GPa [40]. This nonmonotonic pressure dependence offers a possible 
explanation for the widely differing initial pressure derivatives discussed above. Dif­
ferences in sample composition may place the sample at different points on a generali­
zed phase diagram. Indeed, Tc for La2_XSrxCuO, is known to pass through a maxi­
mum as a function of the hole concentration [41]. Jorgensen et al.[42] have used struc­
tural data under pressure on YBa2Cu307 to estimate that pressure leads to an increase 
in the hole concentration in the Cu-O planes. It would seem reasonable to predict 
that nonmonotonic behavior of Tc{P) will be found for many, if not all, hole-doped 
and electron-doped oxide superconductors so that the sign of dTc/dP is not a hall­
mark of either. 

The following experiment was an unsettling experience for us, but the results are 
very relevant in the present context [43]. In Fig. 14 we show Tc(P)-data on 
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TI2Ba2CuOu+y, a single-layer hole-doped oxide superconductor [44]. Not only does Tc 
decrease under pressure, it chooses to fall very rapidly! For the Tc(P}-data shown in 
Fig. 14 the pressure was always changed at room temperature. In the He-gas system 
used the pressure could have been changed at low temperatures, but we preferred not 
to do this since the cell is then more prone to leakage. Before a particular weekend, 
however, one of the authors (R.S.) was in a hurry and decirled to save time by chang­
ing the pressure at a temperature only a few degrees above Tc (but always at a tem­
perature well above the melting curve of He). To his astonishment, Tc(P} remained 
constant whether the pressure was increased or decreased at low temperature. Warm­
ing back up to room temperature, however, caused Tc to jump back to a value along 
the Tc(P)-curve given in Fig. 14. Our first thought was that solid He was blocking 
the capillary, preventing the pressure in the cell from changing. Measurements using 
an internal super conducting manometer indicated that the pressure in the cell was 
changing as expected. But perhaps the most direct proof that the erratic behavior of 
T c with pressure is actually an intrinsic property of the sample is given by the beauti­
ful data in Fig. 15. Going from curve A to B the pressure has been increased at room 
temperature from 0.013 GPa to 0.13 GPa. Tc is seen to rapidly decrease, as expected 
from Fig. 14. The pressure was then increased to 0.34 GPa at low temperature 
(45 K), yielding the solid curve C. Tc did not change! Curves B and C lie almost on 
top ot each other. The proof that the pressure on the sample in the pressure cell 
actually did increase between B and C is given by the appearance of a notch in curve 
C at 30.5 K. This notch marks exactly where the He pressure fluid froze, i.e. the 
melting curve of He for 0.34 GPa lies at 30.5 K. Upon releasing the pressure a bit to 
0.32 GPa at room temperature, Tc decreases in a manner to agree with the 
Tc(P}-dependence in Fig. 14. Here again, the notch in ;dT} near 30 K marks the 
decrease in the melting temperature of He at the slightly lower pressure. 

It is thus apparent that for this Tl-compound the pressure dependence of T c 
depends on the temperature where the pressure is changed. This is brought out clearly 
in Fig. 16 where the relative pressure derivative of Tc is plotted versus oxygen concen­
tration [44]. We interpret these results in the following way. All compounds studied 
have excess oxygen atoms which are distributed on interstitial sites. As a function of 
pressure there may be a number of different ordered states into which the interstitial 
oxygen, or the other oxygen for that matter, would like to assume. If the pressure is 
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changed at room temperature, there is enough thermal energy available that the oxy­
gen sublattice can take on the ground state oxygen ordering arrangements. However, 
at low temperatures insufficient thermal energy is available to allow the oxygen atoms 
to reorder under pressure, so that Tc doesn't change significantly, but increases only 
slowly, which is the more normal behavior for hole-doped superconductors. 

The next question to ask is the extent to which other systems might show simi­
lar effects. Single--crystalline YBa2Cu307 [44] and polycrystalline Bi2Sr2CaCu20S+y 
[43] do not show any dependence of dTc/dP on the temperature at which the pressure 
is changed, at least below 300 K. However, the results on TI2Ba2Cu06+y are of obvi­
ous interest and further experiments should be carried out to determine the nature of 
the reordering which must be occurring. 
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Figs. 8, 10, and 11 contain ac susceptibility data which give evidence that even 
in single crystals weak-link behavior can occur. The weak-link boundaries are pre­
sumably caused by planar defects, micro--cracks, or other structural imperfections. In 
polycrystalline materials it is widely accepted that the contacts between the individual 
grains, the grain boundaries, behave as weak-links so that a sintered material can be 
viewed as a dense array of Josephson-coupled strongly superconducting grains [45]. 
Because of the inability of a sufficient number of grain boundaries to carry a large 
density of supercurrent, the transport critical current density Jc for the material as a 
whole is very limited, becoming rapidly even weaker when a magnetic field is applied. 
A better understanding about why grain boundaries and other defects behave as weak­
-links could lead to processing changes to improve their current-carrying capacity. In 
addition, any technique, such as preferential grain orientation, which increases Jc 
would be of interest in its own right. Since the application of high pressure would be 
expected to improve the contact between the atoms on either side of a grain boundary, 
it might be anticipated that Jc would increase under pressure. We will see below that 
this, in fact, actually occurs. 

The ac susceptibility technique is particularly well suited for studying Jc under 
high pressure conditions since it does not require electrical contacts to the sample 
under study. In addition, Miiller [46] has developed a critical state model of supercon­
ducting sinters which gives in detail the temperature and magnetic field dependence of 
the real and imaginary parts of the ac susceptibility. The experimentalist need only 
fit theory to experiment to extract values of the intergranular critical current density 
J c and the London penetration depth >.g in a grain. The only input parameters are the 
mean grain size, the magnitude of the applied ac and dc magnetic fields, and the sam­
ple density. 

In Figs. 17a and 17c we show the temperature dependence of X'(T) and X"(T) 
for sinters of ThBa2CaCu20s and YBa2Cu40s as a function of the applied ac field Hac 
[47]. At intermediate values of the applied field the tW0-5tep X'(T)-behavior for both 
samples is clearly seen. As one cools through the superconducting transition, the 
grains are the first to be shielded from the applied flux, leading to the first step in 
X'(T). At this point, however, flux still penetrates through the intergranular material, 
i.e. through grain boundaries, voids, planar defects, etc., since this material is not yet 
capable of carrying the supercurrent density Jc needed to shield the sample as a whole. 
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This occurs at still lower temperatures where Jc(T) has grown larger, leading to the 
second step in X'(T). It is in this temperature region, where the intergranular super­
currents are being set up, that the la.rgest losses in the sinter occur, leading to the 
maximum in X"(T) at Tm seen in Fig. 17. Since Jc(T) is weakened when a magnetic 
field is applied, the maximum in X"(T) would be expected to shift to lower tempera­
tures with increasing Hac. This is clearly observed in Figs. 17a and 17c. The fact that 
the maximum in X"(T) at Tm shifts much more rapidly to lower temperatures for 
YBa2Cu40S than for Tl2Ba2CaCu20s implies that J c must be much less for the former 
compound. The following analysis supports this conclusion. 

The effect of pressure on the ac susceptibility is seen in Figs. 17b and 17d for the 
two sinters studied. Relative to the superconducting transition temperature Tc in the 
grains, the maximum in X"(T) is seen to clearly shift to higher temperatures. From 
the above discussion it follows immediately that the application of pressure has sharp­
ly increased the intergranular critical current density Jc for both sinters. This conclu­
sion from a cursory qualitative analysis of the raw data is supported by the detailed 
data fits to Miiller's model [46] given by the solid lines in Figs. 17b and 17d. A simpli­
fied analysis of the pressure dependence of Jc is possible using Miiller's expression 
Tm/Tc = 1-C(Jc)-1I2Hac, where Jc is the intergranular critical current density for zero 
applied field at a temperature 67% of Tc and C is a parameter given by Miiller. This 
expression tells us that we can estimate Jc simply by determining the slope of a (hope­
fully) straight-line plot of Tm/Tc versus Hac. The smaller the slope, the larger is Jc. 
The plots in Fig. 18a are not perfectly straight, but a good rough estimate of J c can be 
made. As a function of applied pressure, the slope of the plots progressively decreases 
which implies that J c increases under p'ressure. This is confirmed in Fig. 18b, where 
the relative pressure dependence Jc/JclP=O) is plotted versus pressure. The values of 
J c for zero applied field and pressure at a temperature 67% of Teare also given in this 
figure. It is interesting to note that whereas Jc is more than two orders of magnitude 
greater for the Tl-compound, the increase of J c with pressure is almost twice as large 
for the Y-compound. He who has little has more to gain! The increase of J c with 
pressure is surprisingly large. Our hope is that understanding the reason( s) for this 
increase will lead to the synthesis of better sintered superconductors. 

The estimated value of Jc for the TI-sample at 67%Tc, or 72 K, is 3x104 A/cm2, 
a very respectable value for a sinter. An attempt to check this value by a direct mea­
surement of the transport critical current density has not yet been successful due to 
the porosity of the sample. Miiller et al.[48] report good agreement between the Jc-
values from the ac susceptibility and transport measurements. A more detailed discus­
sion of the above experimental results will be given elsewhere. 

The AuGa2 Dilemma Recalled 

This review has primarily focussed on high temperature superconductivity since 
these materials are of intense current interest in the field. The highly anomalous 
behavior of Tc under pressure for ThBa2Cu06+Y was pointed out above. In our efforts 
to solve the puzzles of the present we should not forget that many mysteries from the 
past still remain unsolved. One of the most interesting high pressure transitions ever 
discovered was first reported by Schirber f49] on the intermetallic superconductor 
AuGa2 where both a study of the Fermi surtace and a sharp maximum in Tc(P) near 
0.6 GPa gave evidence for an isostructural Lifschitz or "electronic" transition. Even 
more remarkable is the report of Smith et al. [50] that for pressures above 1.5 GPa the 
superconducting state of AUGa2 exhibits "a well resolved and reproducible supercool­
ing of N 5 mK for decreasing temperature and a marked differential paramagnetic 
effect (DPE) upon warming back through the transition." This anomalous behavior is 
evident in the measurements by Hein et al. [511, shown in Fig. 19, of the dependence of 
the ac susceptibility on applied dc magnetic field at a fixed temperature for two values 
of the pressure, one just below (0.57 GPa) and the other just above (0.60 GPa) the 
Lifschitz transition. It is not understood why a purely electronic transition should be 
able to set the scene for such unusual behavior as DPE and supercooling. To the 
knowledge of the authors, and at least one of the workshop coorganizers, this behavior 
under pressure remains unique in the field of superconductivity. 
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DC Magnetisation and Flux Profile Techniques 

A.M.Campbell 

IRC in Superconductivity, Madingley Road, Cambridge, U.K. 

Abstract 

Some general results on electromagnetism are used to define fields and 
magnetisation in superconductors. Experimental techniques for 
measuring ac and dc magnetisation are described. Treatment of the 
results to give critical currents is discussed and details of flux profile 
techniques given. It is shown that if the displacement of the flux lines 
is proportional to the force and a function of frequency the London 
equation is obtained with a complex penetration depth. This is derived 
and the inductive transition plotted through the reversibility line. 

1. General Results on Magnetjc Fjelds 

The magnetisation we measure in a magnetometer is due to the 
field generated in a body by currents which do not cross its boundaries. 
The magnetic moment of a small current loop is iaS and the magnetic 
moment of a body is liaS. This expression is most appropriate to 
magnetic materials in which the moments are local dipoles, but it can 
also be used when bulk currents are flowing, as in a superconductor. 
The most general expression for the magnetic moment is Ihlrxjd v 
where j is the average local current density, including that from atomic 
dipoles (1). 

Having defined the magnetic moment we then define a 
magnetisation M as the moment divided by the volume. At this point we 
must distinguish between two types of magnetisation. If the 
magnetisation is due to local dipoles the state of the material is 
determined by local fields, and we can relate M at any point to B at that 
point through material parameters which are independent of the size or 
shape of the sample. B is the average of the local magnetic field on a 
scale large enough to make the properties uniform and we can then 
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define a useful vector H=B/llo-M. However if the magnetisation is due 
to currents flowing on the scale of the sample size, as occurs in eddy 
current and superconducting situations, this cannot be done and it 
makes no sense to talk about a local value of M. We have currents in a 
non-magnetic material and B =lloH. If these are not thermodynamic 
equilibrium currents they should be classified as transport currents. 

Distance Into Sample 

Fig. 1. 
The gradients of Band H for constant Jc 

Sometimes both types of current are present and this is of 
importance in granular materials. In these circumstances ( which also 
include currents in ferromagnetic materials) we define H(B) as the 
external field in equilibrium with a flux density B in a long cylinder 
parallel to the field. This defines a B-H curve for the material. The 
transport current is defined as J=CurIH and it is this current which 
determines the driving force on the vortices, JxB, not the gradient in B 
(2,3). Figure 1 illustrates the distinction. We take a material with a 
constant intergranular J c in which about 70% of the volume is occupied 
by perfectly diamagnetic grains. The flux penetrates between the 
grains building up a current density J c but the flux cannot penetrate into 
the grains. The flux density, B, is averaged over many grains. At the 
surface the equilibrium average flux density will be about 0.3 times the 
external flux density and it decreases linearly towards the centre. 
(The exact value will depend on the shape of the grains, it will be 0.3 
for long grains parallel to the field.) The external field in equilibrium 
with this is about three times the value of B at any point and this gives 
the local value of H which decreases linearly from a surface value equal 
to the external field. We can now define an effective permeability 
Il=B/lloH which is related to the volume fraction of superconductor and 
the shape of the grains. This has been used in the calculations of 
Gomory et. al. (4) and Muller (5), but it can be seen that if we treat the 
effective permeability as a measurable parameter, as is normally done, 
Maxwell's equations are exact without having to consider the details of 
the void network. i.e. B=lllloH and J=curlH where J is the intergranular 
transport current. It is in relating 11 to the microstructure that 
uncertainties appear. A method of measuring Il is described in §4.1. 
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1.1. Measurement 

Most measurements (apart from mechanical ones) involve 
measuring the voltage from a coil round the sample in an external field 
A voltage is generated by changing the magnetic moment of the sample, 
or by moving it. There are four geometries in which the voltage can be 
directly related to the magnetisation and these are shown in Figure 2. 

0000000000000000 .. 
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o , o 
o 
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0000 

0000 

(b) 

(c) (d) 

Fig. 2. 

-
Four Different Coil Arrangements which Give Direct Magnetisation 

Measurements. 

First we can have a small sample enclosed by a long search coil. 
Secondly we can have a coil wound round a cylinder well away from the 
ends. Thirdly we can have a small sample in a large current loop, and 
finally we can have a small sample a long way from a search coil. The 
common feature of all but the second is that if we pass a current into 
the search coil the the field across the sample is uniform. The second 
does not give the magnetic moment of the body, but the axial flux, and 
for a cylinder of arbitrary cross section this is directly related to the 
magnetisation per unit length well away from the ends. 

We can relate the measured moment to the mutual inductance 
between the search coil and a coil of the same shape as the sample. 
Suppose a current ic in the search coil produces a uniform field Bs at 
the sample. Then a current loop in the sample position of area l)S will 
have a flux through it of Bs.l)S. The mutual inductance M is therefore 
Bs·l)S/ic· Suppose now we change the current in the loop in the sample 
is, and measure the voltage in the search coil keeping ic constant. The 
voltage is Mdi/dt=(di/dt)l)S.Bs/ic.=kdm/dt where k is a geometrical 
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factor equal to the applied field produced at the sample per unit current 
in the search coil, Thus the voltage is directly proportional to the rate 
of change of total magnetic moment along the axis of the search coil. 

In the case of the geometry of figure 2b we consider a long axial 
coil in the sample of area BS. (The cross section does not have to be 
circular). If it has n turns per unit length the mutual inductance is 
lloNnBS where N is the number of turns on the search coil. If it carries a 
current is the induced voltage is lloNnBS(di/dt). The magnetic moment 
per unit length of such a coil is nisBS. Hence the voltage from the 
sample is proportional to the magnetic moment per unit length. In this 
geometry (and only this one) the magnetic moment can also be 
determined from the difference between the external field and the mean 
B in the sample. 

These are the geometries for accurate absolute values. They are 
also wasteful in that we can get a larger signal to noise ratio by making 
the search coil the same length as the specimen. For a perfectly 
diamagnetic sample the signal can be related to the magnetisation by 
using mutual inductance tables (6) for concentric coils. However as 
flux penetrates to the centre the coupling factor changes because the 
mutual inductance between the search coils and interior currents is not 
a simple function of the radius at which the currents flow, and even a 
calibration using a lead sample will no longer be strictly accurate. For 
practical purposes these corrections are not too important since most 
experiments compare similar samples in the same apparatus. 

1.2. Losses 

As well as an unambiguous measurement of magnetisation we can 
get an unambiguous measurement of the loss. For any change in the 
total magnetic moment 8m we saw above that the voltage induced in a 
coil round the sample (in this case the drive coil, see Fig.7.) is 
(llo/id)Ho.dm/dt where Ho is the applied field at the sample due to the 
drive current id. Hence the power needed to keep Ho constant is 
lloHo.dm/dt and the work done by the drive field on the sample is 
lloHo8m. Hence the work done is directly proportional to the change in 
total magnetic moment of the body in the direction of the applied field. 
In a dc measurement the loss during a complete cycle is the area of 'the 
hysteresis loop. 

In an ac measurement the voltage due to the changing magnetisation 
can be expressed as a Fourier series If the applied field is HoCosrot and 
the voltage waveform from the search coil is turned into a 
magnetisation waveform by the appropriate calibration constant, we 
can write the magnetisation as 

m=L ( an Cos nrot+bnSin nrot) 
The instantaneous power going into the sample is 

L lloHo Cos rot nro ( -an Sin nrot+bnCos nrot) 
Averaged over a cycle the loss is 

1 h lloroHob,. 
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In other words it is proportional to the amplitude of the voltage at the 
fundamental frequency out of phase with the drive current. Hence to 
measure the loss we need to filter out higher harmonics.and pass only 
the fundamental frequency. The loss is then given by the out of phase 
signal in the search coil. 

1.3. Voltage Level 

It is important to have some idea of the voltage level involved. 
Suppose flux is flowing out of a cylinder of radius r at a rate ~(Figure 
3.) 

E 

Fig. 3. 
Flux perpendicular to the paper leaving a cylinder radially 

From Faraday's law the surface field is given by 21tr E=~. The rate of 
change in magnetisation is J.l.oM=~/1tr2 so E:"II2rJ.l.oM. A similar electric 
field will be generated for samples of other shapes. For example if the 
magnetisation remains constant to 0.1 mT over a minute, the electric 
field on the surface of a 10 micron particle must be less than 10.11 

volts per meter In larger samples the minimum detectable voltage level 
will be larger in proportion to the size. 

If the external field is changing we can find the electric field in a 
similar way from the Bean model. For example if we take a cylinder 
with full penetration of the field Faraday's law gives 21tr E=1tr2B. Hence 
6=1/2 rB. If flux has not penetrated to the centre of the sample it is the 
distane to the point where flux is stationary, the electric centre, which 
is used instead of the radius. 

Whatever the model the electric field in a coil close to the sample has 
to be nearly equal to the electric field at the sample surface. The 
voltage detected is then 21trEn where n is the number of turns and r the 
radius of the coil. This explains why inductive techniques explore 
lower voltage levels than resistance measurements. The use of a coil 
multiplies the EMF round the circumference by the number of turns 
giving several orders of magnitude amplification. For example if in a 
susceptibility measurement a lock-in amplifier measures 10 nanovolts 
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from a 1000 turn coil with a 1 mm. radius the average electric field at 
the surface is about 10·g volts/meter. (If coils are balanced to give 
zero in the Meissner state are used the voltage gives the electric field 
at the sample surface instead of at the search coil). 

1.4. Flux Displacement 

Finally in this section on general electromagnetism we should put 
some figures to the amount of vortex movement that occurs. This is 
important to know because experiments can be divided into the low 
amplitude regime and the high amplitude regime. These are 
distinguished by the amplitude of the flux line movement in comparison 
with the distance required to build up a critical state, not the 
amplitude of the field change in Tesla. Although the distance the 
vortices move may appear to depend on the details of the vortex lattice, 
it is in fact independent of the size of the vortices and can be found 
from an essentially classical picture of lines of force. The quantised 
vortices behave and move in exactly the same way as Faraday imagined 
for his lines of force, or as would be drawn by a finite element 
magnetic field package on a computer. The only effect of the 
quantisation is to give a a fixed amount of flux to each line so that the 
spacing is determined uniquely by the magnetic field, rather than being 
merely proportional to it. We will therefore derive the result in two 
ways, firstly using a vortex lattice picture and secondly purely 
classical arguments. 

2d - -~ 

b 
-i---i­

B 

2d 
- -~ 

y y 
(a) (b) 

Fig. 4. 
The flux displacement y for a rise in field b with no Pinning. 

We take a slab of thickness 2d in a large external field B parallel to its 
faces. We assume no pinnning so that the internal field is equal to B. 
We then raise the external field by a small amount b. Flux enters the 
sample to raise the internal field by the same amount. The fields are 
shown in Fig.4a. If we look at the top surface of the slab we would see 
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flux entering the slab by moving parallel to the x axis, as shown by the 
arrows in Fig 4b. The distance moved by the vortices at the surface is 
y, which is assumed much smaller than d. (A more rigorous treatment is 
found in §S.1. We find the distance moved, by equating the flux entering 
the sample in the two pictures. From Fig.4a the flux entering per unit 
length is 2bd. From Fig.4b all the flux within y of the surface enters, 
so the flux entering through the two surfaces is 2By. Since these must 
give the same flux it follows that 2bd=2By or y=bd/B. For a uniform 
increase in flux density the vortex displacement rises linearly from 
zero at the electric centre, and in general for slab geometry dy/dx=-b/B. 
A vector treatment is given in §S.1. 

We can get the same result from the electric field. If B is 
increasing at a rate B the electric field at. the surface is Bd. Since 
E=Bv, where v is the flux line velocity, v=Bd/B. or dy/dt=(db/dt)d/b. 
Hence for any small time interval y=bd/B This essentially classical 
argument gives an upper limit for the vortex displacement which is true 
for zero pinning. For a cylinder or sphere the displacement at the edge 
is half that of a slab since the electric field at the circumference is 
half that of a slab of thickness equal to the diameter. If pinning is 
significant the distance to the point where the flux stops moving should 
be used instead of the half width, as in calculating the electric field. 

It is also possible to find the displacement directly from the search 
coil voltage independently of any model. We have an oscillating ripple 
of amplitude b, balance the search coils in the superconducting state, 
and calibrate the system by measuring the voltage in the normal state, 
Vo' Then in the superconducting state, when a voltage V is measured, 
V IV 0 is the ratio of the flux entering to that which would enter in the 
normal state. If the circumference is c and the area A this is cBy/bA. 
Hence y=(VlVo)(b/B)(Alc). Alc is the half width for a slab and half the 
radius for spheres and cylinders. To take an example, if we can measure 
1 0~3 of the calibration voltage in a sample of ten micron grains at an 
amplitude of 1 millitesla in a field of 1 Tesla the vortex displacement 
we are detecting is 2.Sx10·11 meters. It can be seen that susceptibility 
measurements can explore very small vortex displacements. 

If the displacement is much less than the vortex spacing the 
movement is linear and reversible, and the critical state model (see §2) 
does not apply. The vortex displacement to build up a critical state is 
sometimes called the interaction distance and varies with field and 
sample. It can be measured experimentally from the force displacement 
curve described below (Fig.11) but a typical value is about a quarter the 
vortex spacing, in the region of 30 nanometers for typical fields. For 
10 micron particles in a one Tesla field the upper limit to the 
displacement if the field is changed by 1 mT is 10 nm. which is too low 
for the critical state model. If pinning is strong the relevant distance 
is the distance to the electric centre and in general since the search 
coil voltage is a direct measure of the flux entering the sample it also 
gives a measurement of the amplitude of vortex movement at the 
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sample surface which is model independent. The only uncertainty is the 
need to know the effective sample size, which may be the grain size in 
high Tc materials rather than the sample size. 

A final point of interest is that the vortex displacement gives a 
clearer meaning to the vector potential A than in classical materials. 
(See §S.1) 

2. DC Maenetic Measurement Techniques 

Let us look first at problems common to all types. These are 
mainly concerned with temperature and field control. The field 
distribution in the sample, and hence the magnetisation, is usually 
calculated from the Bean model. In terms of flux lines this arises from 
the fact that flux lines pushed into a sample experience a pinning force, 
building up a flux density gradient, and when the external field is 
reduced the pinning force acts in the opposite direction to prevent the 
exit of flux. This critical gradient in which the Lorentz force of the 
current is just balanced by the pinning forces is called the 'critical 
state'. Figure Sa shows the field distribution after a large increase in 
external field, and the effect of a sma" subsequent decrease. Since the 
amount of flux coming out is proportional to the square of the change in 
field the initial slope of the reverse magnetisation curve is perfectly 
diamagnetic, (apart from the effects of reversible movement, §4.1). 
It is therefore essential that there is no tendency to reverse the 
direction of the flux movement in the sample. This would bring the 
magnetisation down on the diamagnetic slope, which is very large, and 
small overshoots in temperature or field can bring the magnetisation to 
the opposite side of the hysteresis loop. 

Figure Sb shows a typical magnetisation curve and the path taken when 
the field reverses. The field change required to cross to the other side 
of the hysteresis curve is approximately equal to the hysteresis and 
may be only a millitesla in a background field of several Tesla. 

So 

PosHlon 

(a) 

Fig. S. 

§ 
j 
1i i f--I------F-Ie-Id--

(b) 

A very small change in external conditions makes a large change in 
magnetisation 
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Smaller overshoots will put a surface layer in the reverse critical 
state (Fig.Sa) invalidating flux creep measurements until this layer has 
been wiped out. The size of overshoot which can be tolerated is that 
which keeps the flux movement at much less than a vortex spacing and 
this can be estimated from the results above. Although magnet 
controllers sometimes have a 'no overshoot' mode it is much rarer in 
temperature controllers so that to plot things as a function of 
temperature it is normally necessary to set a temperature well below 
the current value and let the machine drift down, or up, to the required 
value. This means that there is an inevitable temperature difference 
between indicated temperature and sample temperature which will 
depend on the nature of the sample. A technique has been developed to 
find the relevant time constants during a temperature sweep by 
imposing a ripple on the set temperature and measuring the amplitude 
and phase of the resultant ripple in the magnetisation.(7) 

80 

f 

Position 

(a) (b) 

Fig. 6. 
Showing how at the peak of a small amplitude ripple a swept field 

gives a large signal in the search coils 

It is found that sweeping the field while measuring the 
susceptibility gives a very large signal which is difficult to interpret, 
but the effect may also occur to a smaller extent when sweeping the 
temperature, or when moving the sample through an inhomogeneous 
field. This is easily explained by the Bean model, and is illustrated in 
figure 6. In a steady external field the flux change due to the 
oscillating field is confined to the surface and the susceptibility is 
small (Fig.6a). In a swept field there are times near the peak of the 
cycle when flux moves right to the centre of the sample. (Fig.6b) 
During this section the hatched area of Fig.6b is filled with flux and a 
large spike appears on the waveform. If the field sweep is 
sufficiently fast that the external field never reverses direction the ac 
Signal corresponds to complete flux penetration and the sample appears 
normal. (This only applies to the mixed state, in the Meissner state 
below He' the system is linear and the susceptibility is not changed by a 
swept field until vortices start to enter the sample). 
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2.1. Moving Samples 

Measurements of dc magnetisation divide into two classes. Those 
in which the sample is moved and those in which it remains stationary. 
This is a crucial difference if the sample is hysteretic because all 
magnets are inhomogeneous and moving a sample can put it round a 
hysteresis loop, leaving it at a magnetisation which bears little 
relation to the magnetisation required. As shown in figure 5, if the 
width of the hysteresis loop is 1 mT then a field change of 1 mT is 
sufficient to take the sample on to the return branch of the curve. 
Cooling in low fields can even lead to an apparent paramagnetic moment. 
This is caused by the need to move a sample into a region of quite 
different field strength so that this flux density is trapped in the 
sample when it returns to its original position (8). However nearly all 
measurements which keep the sample stationary have great difficulty in 
measuring the magnetisation of type II superconductors. Over most of 
the field range this is likely to be less than 10mT in external fields of 
up 100T, so a resolution of 1 in 104 is needed. The high Te materials 
pose particular problems in that an important part of the curve occurs 
between 0.1 and 10 mT and the rest of the magnetisation curve extends 
to over 100T. Few magnetometers can cope well with both regimes. 

Perhaps the most popular magnetometer is a SQUID magnetometer. 
It is very sensitive and convenient to use, but we have found a number 
of problems when measuring hysteretic materials. This is because in 
the standard mode the sample is moved through 6 cms. to give a 
complete response function in the SQUID coils. There is always a very 
large drift in the SQUID signal so the software assumes a drift, and a 
standard shaped curve, and delivers a magnetic moment. This works 
well for the paramagnetic materials for which the system was 
designed. However the magnet inhomogeneity is such that 
measurements of hysteresis and the reversibility line require a much 
smaller scan length. This means that only a small proportion of the 
response curve is available, and since the magnetisation of the sample 
may not be uniform along its length, the curve shape may be anomalous 
and the software cannot cope. We have tried to get round this problem 
by putting the sample in a small coil which provides enough field to go 
round a small hysteresis loop, while the SQUID output is monitored 
directly. The large drift means that sophisticated signal analysis is 
needed to extract data and the results will be reported elsewhere in 
these proceedings (9). 

The main alternative to a SQUID is a vibrating sample 
magnetometer which is slightly less sensitive, but has a much smaller 
movement and is therefore less afflicted by the problems of a SQUID in 
measuring hysteretic materials. 

Although dc magnetometers are not ideal for hysteresis 
measurements, they are essential for measuring the reversible 
magnetisation and in particular for measuring BC2 • 
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2.2. Stationary Samples 

Let us now look at techniques which do not involve sample 
movement. In the past physicists have used thermal demagnetisation 
and integration of the voltage round a coil on the sample as the sample 
demagnetises. Both require that the balance of the coils remain 
reasonably constant. Balancing search coils in a field is difficult 
because the effective size and field distribution of the magnet changes 
with field. The need with high Te materials to make samples very hot 
to demagnetise them makes thermal demagnetisation unattractive. Both 
work well when the magnetisation is large compared with the external 
field, but in this regime other methods also work well. The challenge is 
to measure hysteresis, or reversible magnetisation, of less than a 
millitesla in an external field of over 10 Tesla and this will never be 
easy. 

Force methods have not been used very much in the study of 
superconductors. This because to create a force requires a field 
gradient, and since the superconducting properties are very field 
sensitive, a field gradient will make interpretation difficult. In a 
Faraday balance the force is maximised by contouring the pole pieces to 
give a maximum of VB2 which gives the maximum force in a linear 
material. If we are just looking for small amounts of magnetic 
material such a system can be very sensitive, since the balance can 
measure a microgram. The force is proportional to the field gradient 
multiplied by the magnetic moment, so that if the magnetisation 
decreases approximately linearly to zero at Be2 the maximum force is at 
half Be2. 

If we want to use the balance to measure a magnetisation curve 
we need to ensure the field variation across the sample is small 
compared with the applied field. This can be done by using a large 
superconducting solenoid for the main field, and generating a force with 
supplementary copper coils. Although we lose some sensitivity the 
system compares favourably with other types. The sensitivity can be 
increased by imposing a small oscillation on the coils and using a phase 
sensitive detector. A Faraday balance should be a very good way of 
measuring flux creep since it is not necessary to move the sample, and 
the force due to the dc magnetisation can be backed off backed off 
electron ically. 

Torque magnetometers have similar advantages. Here a constant 
field is appied to the sample and the torque required to turn it in the 
field is measured. There are three contributions to the torque in a 
linear material. First there is the shape effect proportional to '1. 2 and 
the difference in demagnetising factors along the principal axes. For 
fully penetrated superconductors the effective value of '1. 2 is very small, 
so this component is usually smallabove He1 . The second component is 
the anisotropy torque which is proportional to to the difference in 
susceptibilities along the crystal axes, and is important in anisotropic 
materials such as layered superconductors. Finally there is the 
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hysteresis torque due to the need to pull flux lines through the material. 
The relative size of these last contributions depends on the change in 
reversible magnetisation with angle, compared with the size of the 
hysteretic magnetisation. Torque magnetometry can not give the dc 
magnetisation curve. 

Since the geometry of these experiments· is usually a disc turning 
in a perpendicular field it is quite different from the conventional 
picture of a flux gradient in a long cylinder, as the currents induced are 

Drive Coil 

L..-------O 

Fig. 7. 

External 
Compensation 

Typical coil systems for ac susceptibility measurements 

perpendicular to those of the initial critical state. However it is likely 
that all geometries behave in a similar manner and torque 
magnetometers have been used with considerable success to measure 
flux creep. (10,11) 

3.AC Magpetjsatiop 

Many of the remarks applied to dc magnetisation apply also to ac 
susceptibility measurements. The apparatus normally consists of a 
drive coil to provide an oscillating magnetic field and two search coils 
in opposition inside it. The drive coil should provide a uniform field at 
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the sample position. Figure 7 is a schematic picture of a typical coil 
system. 
The sample is inserted in one coil and the coils are balanced precisely 
with further compensation (active or passive) outside the cryostat. 
Normally a simple variable inductance can be used with one coil sliding 
in another. For sensitive measurements it will be necessary to 
compensate for the out of phase component as well as the main 
inductive signal. This can be done by one variable mutual inductance 
coupled to another fixed one, to give a 180 degree phase shift. A simple 
alternative is to slide a copper tube over the variable inductance coils. 
(It is not a good idea to derive this signal by tapping off a resisitive 
component of the drive circuit. This should be kept isolated from the 
low level signal circuit.) 
For further sensitivity a transformer boosts the voltage, and to reduce 
mains pickup the compensating coils should divided in two and one 
turned round through 180 degrees. 

For thin films a planar geometry is more convenient, but it leads to a 
variable field over the sample which makes quantitative conclusions 
more difficult to draw. Details will be found in reference (12). 

The balance may done either with the sample normal, or with it in the 
Meissner state depending on the type of measurement. The coils are 
mounted on a long rod, or probe, which can be lowered into a variable 
temperature insert in a magnet. The limitations are random noise, 
changes in balance with field or temperature, non-linearity from the 
signal generator and any superconductors near the coils, and 
temperature control. The effect of nonlinearity depends on the nature 
of the compensating network. The search coil and compensating coil 
should be kept as identical as possible so that the balance is 
independent of frequency and harmonics are eliminated with the 
fundamental. Different parameters are limiting in different regimes 
and it is not possible to pick the best design for all purposes. 
We look at two extremes. 

3.1. High Amplitude 

Much of the work on Type II materials has been done on cast 
samples at helium temperatures. Samples are large so signal strength 
is not a problem. Large amplitudes are needed to drive the currents to 
the centre, so non linearity due to interaction with the magnet, or 
amplifier distortion, and heating of the drive coils are the main 
limitation. Use of a superconducting drive coil helps in keeping things 
cool, but adds to the nonlinearity. Relatively large probes are needed so 
there are large temperature lags and gradients if measurements are not 
made in a liquid cryogen. Also capacitative effects make high frequency 
operation difficult. Since balancing is usually done in the 
superconducting state the balance varies with sample so that there is 
little point in trying to achieve accurate compensation in the probe 
itself. (2,13,14) 
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3.2. High Sensitivity 

The opposite approach is exemplified in a design by Cooper (15) 
for small single crystals at low amplitudes. In this design the search 
coils are outside the drive coils so that changes in their dimensions do 
not affect the balance. The drive coils are wound on quartz tubes to 
minimise thermal contraction and the pairs of coils are mounted side by 
side rather than axially since temperature gradients are less in this 
direction. Since the drive coils can be layer wound they can be made 
very accurately identical. This probe remains well balanced on cooling 
from room temperature to 4.2K and no outside compensation is needed. 

3.3. Moving Samples 

Commercial instruments frerquently use a system in which the 
sample probe contains neither thermometer nor search coils, but is a 
simple tube. The sample is then moved between the search coils. This 
has the disadvantage that the coils are very poorly coupled to the 
specimen has but several advantages. The search coils are kept in the 
constant temperature environment so that the balance does not change 
with sample temperature, and the problem of out of balance Signals 
almost disappears. 

A second major advantage is that the phase can be set accurately by 
balancing without the sample and then inserting the sample at zero 
field. Setting the phase correctly to measure losses in the presence of 
the inevitable background signal is difficult if the sample cannot be 
moved. The background signal may be of any phase and to cancel it out 
we must raise the sample above Te. if the sample cannot be moved. 
However on cooling the phase of the background may not be the same as 
when it was balanced out. If there is a large diamagnetic signal a 
small inaccuracy in setting the phase will produce an apparent loss 
from the component of this which is sampled. It is a good idea to look 
for losses in two experiments. For large penetrations the coils should 
be balanced with no sample, while for small penetrations it should be 
balanced in the Meissner state. Oscillating the sample slowly up and 
down and using a second lock-in makes this type of susceptometer even 
more sensitive. 

Under this heading we can put accoustic resonance techniques 
using a vibrating reed shaped sample, or a sample stuck to a vibrating 
spring (15,16). It should make no difference whether we move the 
sample or move the external field. Therefore these measurements 
measure the same thing as ac susceptometers although they tend to 
impose a fixed displacement rather than a fixed force on the vortex 
lattice. It is not yet clear whether they can cover a different regime or 
can be made more sensitive, but the geometry makes the results much 
more difficult to analyse. 

3.4. Calibration 

One of the problems in turning magnetisation into useful results is 
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the calibration of the system. This is closely connected with the 
proportion of superconductor in the sample and is dealt with in some 
detail by Blunt et. al. (17). With conventional superconductors this was 
usually done by assuming the initial slope of the magnetisation curve to 
be unity. In ac measurements this is equivalent to taking the difference 
in signal between the normal and Meissner states to calibrate the 
system. 

In high Te materials this can cause problems. In a sintered sample 
the initial slope should correspond to the sample size. This requires 
that the amplitude should be such that currents do not exceed the 
intergrain critical current. When new materials appear they are of poor 
quality and the intergrain current may be very small. We have found an 
amplitude of less than 11.1 T is needed to get the full response from a 
cylinder of doped YBCO. (17) 

In practice many magnetic measurements are carried out on 
powders or at fields which decouple the current between grains. We 
have made measurements on samples with diluted powder at increasing 
densities. It was found that for ground YBCO a demagnetising factor 
of 1.5, (i.e. a sphere), works well and up to 66% volume fraction (close 
random packing) the Lorenz correction gives a good fit to the calibration 
curve. The expression is X=-3f/(2+f) where f is the volume fraction of 
superconductor. However decoupled grains in a sintered ceramic are 
denser than this and the magnetic response of such a system is difficult 
to model. It is usually bettter to use the weight of the sample and the 
density to get the volume of superconductor. For large penetrations the 
shape is not important. 

3.5. The Superconducting Fraction 

The response at low fields has often been used to assess the 
proportion of superconducting phases present. However the proportion 
of diamagnetism is very much influenced by two other factors. Firstly 
the decoupled grains look like spheres so that they appear to be 150% 
diamagnetic if large and reasonably well spaced. Counteracting this is 
the effect of a penetration depth comparable with the particle size 
which reduces the diamagnetism. 

A low diamagnetic signal is usually interpreted as showing a 
small percentage of superconductor, but we believe this is more often 
caused by the combination of a large penetration depth and a small 
particle size. It is surprisingly difficult to find an experimental test 
which can distinguish between the two interpretations of imperfect ac 
diamagnetism. However it should be remembered that to show up as a 
diamagnetic phase mixed with a normal phase the scale of the 
microstructure must be larger than the penetration depth. Phase 
separation on this scale should be visible in a microscope and,if the 
diamagnetic signal is not too small, should be detectable by X rays. 
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It has sometimes been suggested that the field cooled 
magnetisation gives a measure of the proportion of superconductor. 
This is quite wrong. The magnetic moment on cooling in a field is a 
complex combination of the rate of change of Jc and HC1 with 
temperature. (18). When combined with magnet inhomogeneity it is even 
possible to get an apparent paramagnetic moment (8). This is caused by 
movement into a higher field region which traps flux on returning to the 
original position. It is difficult to see anything useful which has come 
out of field cooled measurements. 

The calibration difficulty is part of a larger problem which is that 
if the material is subdivided it is very difficult to find out the size 
scale on which currents are flowing, and hence to get values for Jc • The 
ideal answer would be to break up the specimen into smaller pieces but 
small powders are difficult to handle and size, and the process can alter 
the material. The size scale is considered again below (see §4.2). 

4. Treatment of Results 

Whatever method is used the end result is a voltage proportional 
to the magnetisation of the sample. This can come from a minor 
hysteresis loop in a dc curve, but since the ac methods are more 
sensitive we concentrate on them. An interesting comparison of the 
techniques to be described is in reference (14). 

There are three things we can do with this voltage. The first is 
to filter out harmonics and look at the real and imaginary parts. With a 
model assuming the parameters of the superconductor we can predict 
the results and adjust the parameters to fit the experiments. By 
filtering we improve signal to noise ratio and so long as the 
superconductor conforms to the model the parameters are useful 
measures{4,S). However the algebra is complex so if the 
superconductor does not behave as expected this may not be picked up in 
the analysis. 

A second method was proposed by Bean (19) which is to measure 
the third harmonic of the signal. The big attraction of this is that 
almost nothing except a superconductor produces a third harmonic so 
that balancing coils are redundant, and even a search coil is not 
necessary since the third harmonic in the drive coil can be picked out 
from the much larger fundamental. The disadvantage is again that a 
simple model must be assumed to predict the third harmonic and it is 
difficult to cope with materials which do not obey the Bean model with 
constant Jc. 

4.1. Total Flux Measurements 

The other main technique is to measure the total flux put into the 
sample by the ac signal.(20,2) This can be done conveniently using a 
phase sensitive detectorwhich inverts the signal every half cycle and 
averages the resultant voltage. Figure 8 shows a typical wave form 
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which would be generated by the Bean model, and the effect of inverting 
the signal by a phase sensitive detector set to pick up the in phase 
signal. 
The output voltage is directly connected to the flux in the sample. 

V=Idcp/dt = cp(x)-cp(O). 

Fig. 8. 
The voltage wave form with one half period inverted by the PSD 

If the phase is set for maximum signal the lock-in signal is 
proportional to the difference in the flux in the sample at the maximum 
and minimum fields of the cycle, and at intermediate phases we get the 
flux- at other points in the cycle. It is possible to trace out the complete 
hysteresis loop at constant amplitude by stepping the phase from 0 to 
2x. (21). 

An alternative technique is to record the complete wave form and 
integrate it numerically to get the flux at all points in the cycle 13). 
This generates a very large amount of information and it is frequently 
found that there are complexities which are difficult to explain. For 
example any model based on the critical state must give zero voltage at 
o and x, which are the extremes of the drive field cycle. However it is 
often found that the waveform is shifted in phase and that there is a 
finite voltage at these points which cannot be satisfactorily explained 
by flux creep. 

The main advantage of measuring the flux is that is closely 
related to the physical model of the superconductor. For example if the 
material is inhomogeneous we can use it to measure the flux profile in 
a sample, that is to say the variation of B, and hence Jc ' as function of 
depth from the surface 

Figure 9a shows the field distribution if the surface layer has very 
high pinning. If we assume Jc is independent of B, which is accurate if 
we are imposing a small ripple on a large external field, then increasing 
the ampltiitude by Bb increase the flux by Bcp=xBb where x is the 
penetration of the signal into the sample. Hence by plotting the 
derivative of the signal with respect to amplitude, dcp/db, against the 
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Penetration Penetration 

(a) (b) 

Fig. 9. 
a) The change in flux for a sample in which Jc varies only with position 
b) The change in flux for a sample in which Jc varies only with field. 

amplitude we get a plot of the flux profile in the sample. (This 
expression can be easily modified for cylindrical geometry.) 
The distance scale is calibrated by measuring the signal in the normal 

state, when the penetration is the sample halfwidth. 
A different situation arises if the current density varies rapidly with 

field, but the sample is homogeneous (Fig.9b). This is likely to arise at 
very low or zero external field. Now there is a unique critical state 
profile given by the solution of d8/dx=lJ.lJ.oJc(8). Suppose we have no 
external field and the amplitude of the ac field is b. If we raise the 
amplitude by ob the new profile is found by moving this universal curve 
into the sample until the value of b at the surface matches the external 
value. The extra flux is oq,=box=bob(dx/db)=bob/(lJ.lJ.oJc(b)). Hence the 
derivative now gives us Jc as a function b, but again it also gives the 
penetration for a value of Jc averaged over the amplitude b. 

In fact for almost any reasonable decay of the field with 
distance the value of oq,/db will give an estimate of the penetration of 
the field into the sample, so that it is always a useful quantity to plot. 
Figure 10 shows a number of possible results. 

Figure 10a shows a typical plot in a conventional superconductor in 
a large applied field. At low amplitudes the response is linear, leading 
to an apparent penetration A', independent of amplitude. (This is not the 
result of a finite London penetration depth, since the coils are balanced 
in the Meissner state so all penetrations start from A inside the 
surface). This linear response is due to the reversible movement of 
flux lines in their potential wells and makes the superconductor appear 
like a London type superconductor with a large penetration depth which 
depends on the pinning. It is the cause of the broadening of the 
inductive transition in homogeneous materials at high fields. At larger 
amplitudes we get the linear gradient of the critical state, until the 
flux reaches the centre and the plot goes vertical since flux can 
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penetrate no further. The signal here should be equal to that in the 
normal state. 

Figure 10b shows a plot for a cast sample of A15 superconductor. 
Chevrell phases often give a similar plot. If not very carefully 
prepared these materials show many of the granular properties of high 
T e materials. However the plot shows a marked contrast to 10c which 
is for a sintered high Te material. 
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In Fig.10b the large penetration in the limit of zero amplitude 
suggests that a significant volume fraction of the material is normal. 
There is some difficulty in understanding this type of curve but the 
continuous transition to full penetration could be produced by decoupled 
grains with the best material in the centre. This is liko:;ly to be caused 
by segregation during solidification leading to a smooth random 
variation of Je through the material. 

Figure 10c shows a typical plot for a high Te material in zero field. 
The flux penetrates linearly but stops penetrating well before the 
centre. This is because we are measuring B, and although currents have 
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reached the centre the diamagnetic grains exclude most of the flux. The 
effective permeability is given by the position of the vertical line, i.e if 
for example it is at 0.7 of the fully penetrated position in slab geometry 
the effective permeability defined in §1 is ~=0.7. By going to higher 
amplitudes, or higher external fields, we can plot the penetration into 
the grains as well. However there is always a very clear discontinuity, 
indicating a sharp distinction between grain boundary and bulk material. 
This is the clearest evidence of the sort of granularity that occurs in 
mixed oxides and is in marked contrast to the fuzzy transition to full 
penetration which is seen in poorly prepared metals and Chevrell 
phases. 

Figure 10d shows the type of curve often obtained with sintered 
material in zero external field. The high gradient at low amplitudes 
might have been attributed to a surface barrier were it not for the 'nose' 
at full penetration. This 'nose' is the rapid increase in penetration as 
the steep flux fronts approaching from opposite sides of the sample 
meet in the middle meet, and it also occurs in susceptibility 
measurements (4). 

Finally, in circumstances in which Jc is constant, we can get the 
full force displacement curve of the flux lines by plotting b db/ds 
against s, where b is the ripple amplitude and s the signal. The 
derivation will be found in reference (2). The shape is typical of many 
hysteretic systems such as domains in permanent magnets and plastic 
flow of dislocations. At low displacements the response is linear and 
reversible. The effect is like that of a large London penetration depth 
as discussed in above The depth depends on the pinning and is 
proportional to the initial slope of this graph. At larger displacements 
we start to unpin flux lines and we get hysteresis. Beyond a certain 
distance, sometimes called the interaction distance, the full critical 
state is built up and we get a frictional resistance to flux motion with 
a force BJc . It is this interaction distance, or maximum reversible 
displacement, which determines whether susceptibility measurements 
are in the high amplitude or low amplitude regime. 

BJc 

I Interaction 
I Distance 

Displacement 

Fig. 11. 
A Typical Force Displacement Curve. The linear slope gives A.' and the 

interaction distance is where irreversibility becomes important. 
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There are a number of problems in using these techniques in high 
T c materials. Simple expressions are only obtained for large slabs and 
cylinders. If the particles are small compared with A.' it becomes 
necessary to fit parameters, although qualitative conclusions can still 
be drawn. The effect of having roughly spherical particles smooths out 
the curves and has not been considered in any detail. Finally there is an 
unknown length scale on which the currents flow which comes into all 
the formulae and which is normaly taken to be the grain size. 

AC susceptibility measurements can be used to measure HC1 and 
are much more sensitive than looking for deviations from the straight 
line on a magnetisation curve. Loss and penetration increase rapidly 
when either the amplitude or the external field exceed He1 . However the 
transition is never sharp since there is always some penetration into 
asperities and surface barriers can delay the entry. In powders small 
particle sizes increase the apparent HC1 so there are always problems in 
getting an accurate value. 

4.2. Thin films 

It is conventional to show the critical state as a flux gradient. 
However in materials with a demagnetising factor close to one the 
flux density is equal to the applied field and the driving force comes 
from a curvature of flux lines. Thermodynamics tells us that the 
driving force is still BxJ and the critical state equations still apply. 
There is no problem in finding the magnetisation for complete 
penetration, we just put a uniform current density Jc in a sheet and 
work out the magnetic moment. However the progress of the critical 
state from the edge to the centre is not straightforward and involves 
penetration from the flat faces rather than the edges. Numerical 
solutions have been published recently (22). 

In thin films penetration from the flat faces has little meaning and 
on the scale of the vortices it is difficult to see how flux creep can 
occur if the vortex density remains constant. In spite of these 
conceptual difficulties, and the lack of experimental comparison 
between the critical state model in samples with large and small 
demagnetising effects, the fact that no major anomalies have been seen 
suggests that these worries are of mainly academic interest. 

In a recent paper Angadi et. al. (23) have shown that in a sample 
of large demagnetising factor a unique length scale can be extracted. 
This technique could prove very useful in determining the granularity of 
materials. By measuring the slope of a minor hysteresis loop in a 
magnetisation experiment, or the susceptibility at low ampltudes, we 
can measure the demagnetising factor, and hence the ratio of diameter 
to thickness of the independent current carrying regions. 

Since many measurements are made on thin films it is also 
important to consider the effect of putting the film at an angle to the 
field. In a superconductor E=Bxv so that the electric field is 
perpendicular to the magnetic field. This is not necessarily true in a 
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normal conductor. For example a copper cylinder placed at an angle to 
an applied field will have currents generated with a component parallel 
to the field, so if we use a superconducting cylinder we must also get 
currents parallel to the field. The flux lines build up a force free 
configuration of helices and will try to cut each other. There is no 
satisfactory model for predicting longitudinal current flows in bulk 
samples and therefore we do not expect to explain the magnetisation of 
samples at an angle to the applied field until we can explain 
longitudinal currents. 

However in thin films there is probably not enough room to generate 
any kind of force free configuration and we can model it with a flat 
mesh of thin filaments each with a critical current ie . At full 
penetration all wires are carrying this current so the current 
distribution and magnetic moment are the same as if the field had been 
applied normal to the film. However the direction of the moment is 
perpendicular to the film. Now the magnetisation in a perfectly 
parallel field is J c times the film thickness, while in a perpendicular 
field it is Jc times the film width which is hundreds of times larger. 
Thus measurements made in a field not exactly parallel to the film are 
essentially the perpendicular magnetisation multiplied by the sine of 
the misorientation angle. Only if the misalignment is less than the 
film thickness divided by the width will the parallel moment be greater 
than the component of the perpendicular moment. One way round this 
problem is to cut the film into narrow strips before making 
measurements but this technique does not seem to have been tried. 

5. Shape Effects in the Linear Regime 

5.1. The Generalised London Equation 

The most physical picture of the behaviour of flux lines in 
superconductors is to express forces in terms of the displacement of 
the flux lines, y. Since a displacement along a flux line has no meaning, 
y is perpendicular to the local flux density B. The flux displacement 
can be directly related to the vector potential A. as follows (24). 

Suppose the flux moves a small distance Sy in a time dt. 
Then:- curiA =8 =-curIE=-curl(Bxy ). 

Hen ce A=-Bxy 
and for small changes:-

SA=-BxSy 
Thus the vector potential is directly related to the displacement 

of flux lines, which explains why it is also closely connected with the 
phase of the order parameter. We consider a material in a uniform 
applied field Bo. We then impose a small change b. Displacements and 
the vector potential are measured as changes from this starting point. 
Since all displacements are assumed small on the scale of the sample:-

A=-Boxy. 
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Two cases follow. We can assume the force is a general function 
of y and y. This leads to a modification of the critical state model. 

However in this work we assume that the vortex displacement is 
much less than the vortex spacing so the problem becomes linear. We 
then assume a harmonic oscillation so that d/dt=-iro. The response can 
be written as a function of frequency. multiplied by the driving force. 

y=f(iro)BxJ. 

Then A=-Boxy=-f(iro) Box(BoxJ)=-f(iro )(B o. Bo)J+f(iro)( Bo.J )Bo. 

We consider only situations in which the current is perpendicular 
to B 

Then A=-B~f(iro)J =-B!f(iro)CurICurl(A)/llo. 

That is A=A~ CuriA where A~=-B~f(i(J) )/llo. (1) 
This equation has exactly the same form as the London equations 

except that the effective penetration depth Ae is co~lex and a function 
of frequency. The effective penetration depth is B(of(iro)1)1/2. This 
equation also has the same form as the equation for penetration of 
microwaves into a superconductor and for the skin effect in a normal 
metal. We can therefore use solutions calculated for these phenomena 
to derive the magnetisation of a superconductor provided the force on 
the flux lines is a linear function of their displacement and speed. 

5.2. Susceptibility of Ellipsoids 

We can now write down the susceptibility of spheres and cylinders 
by using the the susceptibility worked out for a London superconductor. 
i.e. if the field in a thick slab decays from the surface as exp(-x/Ae) we 
can immediately write down the moment per unit volume in a field Ho:-

For a Slab of half width a 
For a Longitudinal Cylinder radius a 
For a transverse cylinder 

-Ho Tanh (alAe) 
-Ho11 (a/Ae)/lo(a/Ae) 
-2Ho((2Ae/a)11 (a/Ae)1I0(a/Ae)-1) 

For a Sphere of radius a -(3/2)Ho(1-(3Aia) Coth(alA.e ) +3A;/a2 ) 

Since the equation is the same as the eddy current equation we can 
make use of classical eddy current calculations for more complex 
shapes. The effective London penetration depth is iB where B is the 
classical skin depth. 

We have established that for a linear response of the flux lines the 
London equations are obeyed so that we can deal with spheres and 
cylinders as easily as slabs. This is important as most high Tc 
.superconductors consist of grains for which the best approximation is a 
sphere. 
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6 .. Tbe Linear Response Function and the Reyersibjljty Line 

6.1. The Effective Penetration Depth 

We now consider the form of f(ioo). There are four linear forces on 
vortices. First there is the restoring force proportional to the 
displacement which depends on the potential well curvature. Secondly 
there is the viscous drag which the vortex experiences as it moves in 
the well. This depends on the flux flow resistivity. These have been 
combined by Coffey and Clem (25). Thirdly there is the Magnus force 
which gives rise to a small Hall effect and will be ignored. (2) 

The fourth eff~ct is the thermal activation of vortices which 
leads to the observed resistivity, as opposed to the flux flow 
resistivity calculated by Bardeen and Stephen.(26) This has been 
combined with the linear restoring force by Kes (27). A complete 
description of the reversibility line needs both resistivities, although 
it should be said that when the numbers are inserted most practical 
situations are dominated by one or other of the resistivities. Flux flow 
resistivity is dominant at low temperatures and high frequencies while 
linear thermal activation is dominant at high temperatures and low 
frequencies. Both regimes are different from that dealt with by Takacs 
and Gomory (28) who were using amplitudes comparable to the applied 
fields so that vortex displacements were large, and a modification of 
the critical state model was needed. 

We first consider the elastic displacement of the flux lines Yeo 
The equation of motion is:-

BxJ=-aYe-11 lYe 
where a is the force constant of the potential well and 111 the viscous 

drag on the flux lines. 
Hence Y.= BxJ/(-a+ iOO11d· 

Thermal activation of vortices out of wells leads to a plastic 
deformation, Yp. The equation of motio.n is:-

BxJ=-112Yp 
Hence Yp=BxJ/iOO112. 

The total deformation is the sum of the plastiC and elastic 
deformation. This was the assumption used by Kes and it is standard 
procedure in the theory of plastiC flow in solids. It leads to a slight 
problem here in that the vortices cannot take part simultaneously in 
thermal hopping and an elastic oscillation. To take this into account 
requires a more detailed model so we assume that only a small 
proportion of the time is spent in the hopping process. This is true until 
the resistivity is close to that of the normal state. 
With this assumption the total displacement is:-

Y=Y e+Yp=BxJ{ (1 1(-a+iOO11 1)+ 1 liOO112)}. 
We see this fulfils the condition that the force on the flux lines is 

a function of the displacement and 00, so that the London equations are 
obeyed and from equation (1) the effective penetration depth is:-
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For clarity we write this in terms of three lengths. A.,=..y B2/J..Lou, 

the pinning penetration depth, 01 =B..y 2/J..Lo1l ICO, the skin depth based on 
the flux flow resistivity, and 02=B..y 2/J..Lo1l2co,the skin depth based on the 
observed resistivity which includes flux creep. 

The final result is:-

The best way to use this expression is to measure the 
susceptibility as a function of frequency and to adjust the parameters 
so that the expression gives the best fit to the experimental results .. 
However most experimental data involves measuring X as a function of 
B or T. To fit this type of experiment needs a large number of 
assumptions on how the superconducting parameters vary with TlTe 
and B. However by fitting typical variations of resistance, resistivity, 
and A.' in the mid temperature range we can reproduce the features of 
the reversibilty line. 
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6.2. Plotting the Revesibility Line 

Figure 12a is for a sample large compared with A' at 400 Hz.so that at 
low temperatures it is perfectly diamagnetic and over most of the range 
the skin depth is larger than the sample size. However a low activation 
energy is assumed so that above about half Tc the material is 
completely reversible due to rapid flux creep. The inductive transition 
is narrow, it occurs at about half the critical temperature, which is 
where the skin depth is comparable to the sample size, and the loss 
peak is about half of the inductive change. 
Figure 12b shows what happens if we reduce the pinning, or particle 
size, so that A' is comparable to it. The transition occurs at the same 
temperature, but the inductive component is broadened and goes to a 
value less than perfect diamagnetism at low temperatures. 
Figure 12c shows the effect of increasing the frequency to a megahertz. 
The low temperature diamagnetism is not changed except for a rise at 
very low temperatures. This is due to the assumption that the normal 
state resistivity continues to reduce linearly at low temperatures 
which cannot be true to absolute zero. The flux flow viscosity has 
little effect in the sample size assumed, 10 microns. However the 
transition is shifted to much higher temperatures because it occurs 
when then skin depth is comparable to the sample size. This means 
that both higher frequencies and larger grain sizes will move the peak 
of the loss curve to higher fields and temperatures. If the reversibility 
line is derived from dc magnetisation experiments it will be similarly 
shifted by an increase in grain size and this is an inevitable result of 
the critical state model. Since ac measurements of loss and hysteresis 
are much more sensitive than dc measurements the best definition of 
the reversibility line is the the peak of the loss curve as a function of 
frequency, extrapolated to zero frequency. 
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INTRODUCTION 

Among the most informative and facile methods for investigations of a 
superconductor are measurements of its static magnetization. The objective of this paper 
is to analyze some experimental features frequently observed in static (dc) magnetization 
studies of conventional and high-Te superconductors. We shall discuss investigations 
employing measurement protocols in which the sample is cooled through the 
superconductive transition temperature in a finite magnetic field ("field-cooled") and 
compare this with zero-field-cooled studies. Also considered are reversible and irreversible 
materials; particle size effects; some effects of granular and multiply-connected materials; 
penetration depth studies of type IT materials in the vortex state; and fine scale "multi­
connected" materials formed by heavy ion irradiation that produces very significant 
enhancements of the critical current density Je in the high temperature superconductor 
Yl~Cu307' Many of these superconductors are "non-ideal" in that they may contain 
defects and inhomogeneities or may have small dimensions comparable with microscopic 
superconductive lengths. Practically speaking, however, such materials are often 
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encountered experimentally and can have very desirable physical properties, such as the high 
J c values that developed in the ion-irradiated crystal. In the following, we assume that the 
reader is familiar with the fundamentals of superconductivity, which are thoroughly treated 
in many sources. l -4 

While static magnetization measurements are quite useful, formidable problems of 
interpretation arise in studies of superconductors where the geometry is unknown and may 
be "irregular", e.g. very finely divided or multiply-connected. The difficulty is that the 
measured magnetic moment m of a superconductor arises from a distribution of volume and 
surface current densities J(r), with 

m = 1/(2c) S dV [r x J(r)]. (1) 

In the case of an inhomogeneous material with unknown geometry and volume, a sole 
measurement of its bulk moment provides information that is useful but also limited, since 
it is clearly not possible to reconstruct the distribution of currents J(r) from its integral. 

I. EXPERIMENTAL METIIODS FOR DC STUDIES 

Most experimental methods used in static "magnetization" studies actually measure 
the magnetic moment "m" of a specimen via its associated field or the magnetic force on 
it. The most popular systems currently in use are the vibrating sample magnetometer 
(VSM) and the SQUID magnetometer, with some usage of force and torque magnetometers. 
Previously, induction methods with detection using a ballistic galvanometer, etc., were 
widely employed. 

Sources of external magnetizing field Happ include magnets with continuously 
supplied currents flowing in nonsuperconducting coIls (copper windings, Bitter solenoids, 
iron electromagnets, etc.) or in superconducting solenoids operated either with continuously 
supplied current or in a persistent mode. Implicit in the idea of static magnetization studies 
is that the sample experiences a magnetic field that is constant in time. However, most 
measurement methods entail some movement of the sample, in order to change its flux 
coupling to a measuring coil system and associated electronics. The motion is the order of 
1 mm for a VSM and 10-50 mm for commercial SQillD-based instruments. Due to the 
spatial inhomogeneity inherent in all practical magnets, sample movement inevitably entails 
some temporal variation of Happ. The deleterious influence of this field excursion is most 
severe in two cases: (1) in high fields where the absolute variation of Happ is largest and 
(2) in fields that are nominally very low, so that residual field variations may constitute a 
large fraction of the total field. Each of these problems is exacerbated by sample 
geometries that tend to magnify changes in external field: thin film and "flat" geometries 
with large demagnetization factors are worst in this regard. Recent experience has shown 
that, without considerable care, widely used commercial instruments and others can generate 
field variations that are unacceptably large for study of irreversible superconductors. 

Many external perturbations can produce large fractional changes in Ha when it 
is small. At levels near 1 Oe, these obviously include the earth's field. (fthers are 
magnetized construction materials such as structural and reinforcing steel in the building, 
welded "non-magnetic" stainless steel in cryogenic vessels; superconducting solders 
including at least one superconducting silver brazing alloy. 5 In the case of the increasingly 
popular SQillD-based magnetometers with superconducting magnets that remain in liquid 
helium for long periods (weeks to years), trapped flux in the magnet can generate fields that 
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are inhomogeneous with non-axial components, according to indirect evidence from our 
laboratory. These small fields persist after deliberately quenching the superconducting 
magnet, using a scheme designed to eliminate most trapped flux. Other systems that use 
superconductive magnets are subject to these same problems, of course, but in more 
conventional usage, the magnets tend to be warmed above their respective T c values fairly 
often, thus minimizing the problems of trapped fields. As mentioned, all of these effects 
are accentuated when the sample geometry is very oblate (e.g., thin films or plate-like 
crystals with Happ perpendicular to the surface). 

Some of these considerations are obvious while others are less so. Considerable 
caution is appropriate when conducting and interpreting experiments that depend critically 
on a static field history to insure that the field on the sample actually remains stationary in 
time. Finally, it is encouraging that commercial equipment manufacturers are issuing 
technical application notes to users as various problems come to surface. All users of 
commercial instruments should review this information very carefully. 

In general, electromagnetic units are used in this manuscript. Thus the magnetizing 
field H is measured in Oersted, which in free space is numerically equal to the flux density 
B that has units of Gauss, i.e., 1 Oe = 1 G in a vacuum. The unit of magnetic moment 
m is G-cm3; we believe that it is most convenient and clear to identify the nebulous "emu" 
directly and solely with magnetic moment, so that 1 "emu" is 1 G-cm3. Then the 
magnetization M = (sample moment)/(sample volume) has units of G. Finally, the volume 
susceptibility X = (dM/dH) formally has units of G/Oe and is dimensionless. As is 
discussed below, one has in these units that X = -1/(4'11') for an ideal, completely 
diamagnetic body in which the flux density B = 0 everywhere. Consequently it is 
frequently convenient to reference the susceptibility of a superconductor to this ideal 
behavior and use the quantity 41rX which has a limiting value of -1. This we refer to as the 
"normalized susceptibility." It is not a ratio that is referenced to some limiting value, e.g., 
x(T)/x(T=4.2K); in general, this latter practice is unfortunate, unless the reference value 
is stated explicitly. 

Many methods and standards can be used to calibrate instrumental sensitivity. One 
convenient arrangement is the use of well-annealed, high-purity, relatively reversible 
spheres, one of Ni and one of Nb. In fields H ~ 10 kOe (~ 1 Tesla), the ferromagnetic 
Ni sphere has a saturation magnetic moment that varies only weakly with field and 
temperature for T - 295 K. Under these conditions, the magnetic moment of a Ni sphere 
of 1 mm diameter is 0.256 G-cm3• On the other hand, the low field magnetization of the 
superconducting Nb sphere provides a susceptibility standard that is temperature independent 
near 4.2 K. Such a sphere, 1 mm diameter, develops a diamagnetic moment of -0. 625x1o-3 

G-cm3 in an applied field of 10 Oe. Together, these two standards allow independent 
confirmation of the calibrations for field and for magnetic moment. 

II. SUPERCONDUCTORS IN SMALL MAGNETIC mELDS (Herr < Hel) 

A. Meissner Effect 

The Meissner Effect, discovered by Meissner and Ochsenfeld6 in 1933, occurs when 
a superconductor spontaneously expels a static magnetic field from its interior, upon cooling 
through T c' As emphasized by Hein,7 the Meissner Effect is not amenable to measurement 
by ac methods, but rather by measurement of the static magnetic moment. To observe this 
phenomenon requires that magnetic flux move freely from the interior of a sample to its 
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surface. Consequently, full flux expulsion is obtained only in materials with a low density 
of defects that inhibit motion of magnetic flux, a condition obtainable (with effort) in most 
elemental superconductors, but only with great difficulty in high-Tc cupric-oxide-based 
materials, for example. 8 

Shown in Fig. la are results of a low field, vibrating sample magnetometry study9 
on a high purity niobium sphere, sample Nb-A, plotted versus temperature for field-cooling 
(FC) in an applied field Ha p = 11 Oe. Shown vertically is the normalized quantity 
4 ... M/Heff (=411X, since we ~ave M ex H), where Heff' defined below in Eq. 3, is the 
effective field, corrected for demagnetizing effects. Also shown is the response following 
zero-field-cooling (ZFC) to T < Tc' after which Happ = 11 Oe was applied. The two 
curves are identical (except for a small offset for clarity), demonstrating that this sample is 
highly reversible magnetically. Furthermore, the magnetization corresponds to having B 
= Heff + 4 ... M = 0 in the interior, so that 

(2) 

(3) 

and D = 113 is the demagnetizing factor for a sphere. Magnetic reversibility in Nb-A 
sphere (4 mm diameter) was obtained after careful annealing and carbon removal by high 
temperature heat treatment in a controlled atmosphere, followed by a lower temperature 
surface oxidationlO in air at 500 °C to eliminate pinning by surface defects. 

These "textbook" results can be compared with an identical study in Fig. Ib on 
another Nb sample, sphere Nb-B. This second, high-purity sphere with similar diameter 
did not receive the surface oxidation treatment. As expected, its ZFC response was the 
same as that of Nb-A, since a magnetic moment was induced in each case by application 
of field while the sample was superconductive. In contrast, the FC responses were 
completely different, with no measurable expUlsion of flux for sample Nb-B, as a 
consequence of vortices being pinned by defects. With weaker pinning and/or a lower 
density of defects, the fraction of flux expUlsion can vary between zero and one (100%). 
These "well-known" results are presented as a stark counter-example to some reports in 
high-temperature superconductivity (HTSC), where on occasion the quantity (-4 ... M/~ff) 
is equated to the volume fraction of superconductive material in a sample. The above 
results for the comparatively simple case of solid Nb demonstrate that considerable care is 
required when interpreting dc magnetization results. In the studies just cited, the FC 
measurements giving -4'IIM/Heff = 1 in fact coincide with the true superconducting volume 
fraction (100%) of Nb-A, but this feature is hardly universal, as seen for sample Nb-B. 
Perhaps the strongest statement that can be made at this point is that a complete Meissner 
expUlsion of flux is a sufficient but not necessary condition for the presence of bulk 
superconductivity . 

B. Meissner Effect with Small Particles 

Standard London theory for superconductivity l,3 provides for a bulk Meissner Effect, 
via the differential equation 

(4) 

Its solution in simple geometries gives B = Bo exp(-x/}..), where Bo is the flux density 
parallel to the surface of the superconductor and x is the depth within the superconductor. 
Here }..(T) is the London magnetic penetration depth, given by 1I}..2(T) = 4...e2ns(T)/m*c2 
with ns and m * the density and effective mass of superconducting charge carriers, 
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Fig. 1. The susceptibility 4'/I"X = 4'lIM/Heff, normalized to equal -1 for an 
ideally diamagnetic body, versus temperature T for two high purity Nb 
spheres. The Meissner Effect was detected by field cooled (FC) 
measurements (dashed lines) in 11 Oe applied field. Zero field cooling 
(ZFC) measurements (solid lines) detected induced shielding currents. (a) 
The low pinning, "defect-free" sphere exhibited a complete Meissner 
expUlsion of flux, while (b) the sphere with strong pinning expelled no flux. 
The ZFC shielding signals were identical, however. 

respectively. Loosely speaking, the superconductor is penetrated by the field to a d1th A, 
which for T < < Tc is the order of lQ2 A for conventional materials and UP - 10 A or 
greater for HTSC's. 

Because of near-surface field penetration, the observed expUlsion and shielding of 
magnetic field is less than perfect, even for samples that are uniformly superconductive. 
This point is illustrated in Fig. 2, a plot of normalized magnetization 41rM/(3Hapt!2) versus 
reduced temperature t = T/Tc for the material YlBa2Cu307' In this case, fine particles of 
the HTSC were produced by high temperature pyrolysisll of aerosols containing 
stoichiometric ratios of Y, Ba, and Cu cations in nitrate solutions. Pyrolysis near 950 DC 
in flowing 02 carrier gas produced fine, mostly monocrystalline particles of YlBa2Cu307 
that were superconductive as produced, with a magnetic onset Tc = 91 K. Scanning 
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Fig. 2. Normalized magnetization vs temperature for assembly of small 
y lBa2Cu307 particles, with FC (A) and ZFC (v) data. Lines show 
modeling using London formulation for spheres, with three forms for the 
temperature dependence of the penetration depth A(T); see text. The small 
response (-0.02) shows that the microscopic particles were nearly 
transparent to the 10 De field. 

electron microscopy revealed approximately equiaxed particles with diameters of 
(0.1-1) I'm. For the measurements presented, randomly oriented particles (mass = 0.354 g) 
were pressed with an applied pressure of 153 kg/mm2 into a right circular cylinder (height 
= diameter = 4.76 mm), with no subsequent heat treatment. Consequently there was 
negligible connectivity between grains and the assembly approximated an array of 
independent spheres. 

Figure 2 shows the normalized magnetization of the ,sample. Here M = m/V sc 
refers to the measured magnetic moment m divided by the volume Vsc of superconductor 
as calculated from the sample mass and material density. The FC and ZFC data are 
extremely similar, displaying a high degree of reversibility. Particularly noteworthy is the 
small magnitude of normalized magnetization, - 0.02, corresponding to a Meissner signal 
of about 2 %. In other words, the particles were nearly transparent to the magnetic field as 
a consequence of their small size relative to A. 

Londonl has calculated the magnetic response for a sphere of radius R to account 
for the penetration of field. The results are that 

-41rM = (3Happ/2) P(x), 

where P(x) = 1 - (3/x)coth(x) + 3/x2 and x = RlA(T). 

Similar calculations2 for some other regular geometries show that -4'11"M is given by 

(long cylinder, H II axis) -4'11"M = Happ[1 - (2/x)Il (x)/Io(x)] 
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(long cylinder, H .1 axis) -411'M = 2Happ[1 - (2/x).It(x)/~(x)] (7b) 

(plate, H II surface) -4TM = Happ[1 - (lIx)tanh(x)], (7c) 

where x is the ratio of cylinder radius or plate half-width to A, and 11 and 10 are modified 
Bessel functions of the first kind with order 1 and 0, respectively. 

London expressions for P(x(t» = 411'M(t)/(3Ha /2) are plotted in Fig. 2 for 
comparison with experimental results. Three temperaturlaependencies have been used for 
A(t): weak coupling BCS calculations in the clean and dirty limits12, and the empirical two 
fluid expression, A(O)/A(t) = [1 - t4]1I2. For each of these dependencies, the quantity 
[A(0)/A(t)]2 is proportional to (1 - t) near T c and is constant at low temperature; explicit 
examples of these and other theoretical temperature dependencies are shown in a later figure 
(Fig. 8). Now, the layered Y1Ba2Cu3~ superconductor is anisotropic; for the two 
principal values13-16 of the penetration depth tensor at t = 0, we use the values Aa(O) = 
0.15 I'm and Ac(O) = 0.8 I'm, corresponding to shielding by supercurrent flow in the Cu­
oxide ab planes and along the c-axis, respectively. In Fig. 2, we model this anisotropy by 
taking <P> = {(1I3) P[RlAJ + (2/3)P[R/(AaAJ1I2]) and choosing R = 0.12 I'm, which 
is reasonably consistent with qualitative SEM observations. Deviations between the theory 
and experimental values are attributed to approximations in incorporating anisotropic effects; 
to the distribution of particle sizes; and to possible deviations from the BCS temperature 
dependence at lower temperatures. 

From a perspective of characterizing superconducting materials, the main objective 
of this discussion is to demonstrate the strong influence that sample dimensions can have 
when they become comparable with the penetration depth A. A recent example1? of such 
influences, we suggest, is the observation of small diamagnetic ZFC and FC signals in 
potassium-doped Coo (Fullerene) having small, but unknown particle size and unknown 
homogeneity. In such cases, the normalized FC magnetization provides a lower bOl1nd on 
the fraction of material that is superconductive. More generally, this should be 
complemented by measurement of the ZFC magnetization. In studies of fine grained, 
sintered ceramic HTSC materials, we have frequently found that the two measures are quite 
similar in magnitude; the aerosol powders are a particularly pronounced example of this, 
as seen in Fig. 2. The relative reversibility arises, at least in part, from the fact that in low 
field measurements, the inter-vortex spacing can be substantially larger than the particle 
size. For example, with Happ = 10 Oe, the vortex-vortex separation is - 1.4 I'm. 
Qualitatively, the nucleation of vortices and their aggregate pinning is diminished 
considerably in low fields. In large applied fields, substantial magnetic irreversibility can 
develop, as was observed for the Yl~Cu30? aerosol particles. However, a full discussion 
of these small particle effects in high fields lies beyond the intended scope of this report. 

C. Meissner and Low Field Response: Multiply-Connected Geometry 

To see the influence of multiply-connected geometry on the static magnetic response 
of a superconductor, let us consider a long, hollow, thick wall cylinder of inner radius r, 
outer radius R, and length L. The external field is applied parallel to the cylinder axis, as 
shown in Fig. 3. For a ZFC experiment, the results are relatively simple: application of 
a small field induces supercurrents that screen the entire geometrical volume of the cylinder, 
V = 1I'R2L. Simply expressed, the low field ZFC magnetic moment is indistinguishable 
from that of a solid cylinder. 
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Fig. 3. This multiply connected geometry, a relatively simple case, 
consists of a thick wall cylinder of superconductor, with external field 
applied parallel to the cylinder axis. 

The FC signal is smaller. Even if the superconducting material itself is defect-free 
and highly reversible, flux tP is trapped, with tP ~ Ha -n'l. The maximum moment m that 
can be formed by flux expulsion lies between zero an'd m = (-114 ... ) Happ..-(R2-r2)L. Ifwe 
have the simple case of a thin wall tube with A < < (R-r) < < R, the overall behavior in 
low field will be indistinguishable from that of a solid superconductive body with strong 
pinning, with negligible flux expUlsion in both cases. 

Coffee et al. IS investigated the field at the center of a hollow cylinder of the Type 
I material Pb, as a function of external field. The sample configuration was identical to that 
described above, except that Nb rings were fitted to each end of the tube to eliminate end 
effects: As one might expect, the external field was completely excluded (B = 0 inside) 
until it exceeded the critical field Hc for lead; for ~ff > Hc' the internal field tracked Happ 
linearly and reversibly; when it was reduced below He, that field was trapped within the 
cylinder. As noted by the authors, the overall response was roughly similar to that of a 
simply connected Type n cylinder with strong pinning. Of course, if the latter sample were 
a high-/( material, its behavior in the vortex state would differ considerably. 

D. Granular Syperconductors in Low Fields 

Bulk ceramic samples of high temperature superconductors are generally considered 
to be granular superconductors. 19 They are polycrystalline, with grains that are weakly 
coupled together. This weak intergrain coupling manifests itself as an inability of the 
material to transport a significant supercurrent density from grain to grain, even though the 
current transport within individual grains can be quite good. This poor coupling between 
grains, which constitutes a major impediment to practical applications of ceramic 
superconductors, is generally attributed to a rapid attenuation of the superconducting order 
parameter in regions of imperfect material, such as grain boundaries. This attenuation 
occurs over a distance of the order of the coherence length E, which is very short in all 
high-T c materials known to date, and consequently they are prone to have poor coupling 
across grain boundaries and other extended defects. Typically porous, bulk ceramic samples 
contain voids and perhaps other non-superconductive material that occupies from a few 
percent up to 50% of the apparent volume. Let us consider a ZFC measurement in which 
a cylindrical ceramic sample is cooled to low temperature and field Happ is applied. As 
before, this field induces surface currents, which are assumed for now to be smaller than 
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Fig. 4. The low field susceptibility 4n-: (normalized to that of an ideally 
diamagnetic body) of polycrystalline, sintered Tl2Ca2Ba2Cu3010H vs T, in 
3.6 De applied field. ZFC measurements (_) gave nearly complete 
shielding when supercurrents flowed between grains; see sketch at top left. 
At high temperature, grains became decoupled (see sketch at top right) and 
shielding decreased. Note that in the decoupled region, the ZFC and FC 
( • ) signals were nearly equal. 

the intergrain critical current density J c-inter which is the Josephson critical current between 
grains or some analog thereof. In this case, the sample responds as a solid cylinder (or, for 
that matter, a hollow cylinder) of radius R and length L. We have in this low field case 

(mlV J = M = (-1/4'11-) Heff' where Heff = Happ - 4rDM, (8) 

v c = rR2L is the geometrical volume of the cylinder, and D is the effective 
magnetometric demagnetization factor for a cylinder of radius R and length L. Zijistra20 
has a convenient chart giving approximate values of D for cylinders with field parallel to 
the axis. (One should keep in mind, however, that the magnetizing field is not uniform 
within an arbitrarily shaped body and the value for D represents an average over the 
cylindrical volume.) 

The normalized susceptibility 4rM/Heff = 4'IfX, as discussed in Section I, is shown 
in Fig. 4 as a function of temperature for a sintered, random polycrystalline cylinder of the 
high temperature superconductor T12Ca2Ba2Cu301OH. A field of 3.6 De was applied 
parallel to the cylinder axis. For this sample, the geometrical density was 70 % of the 
theoretical density (7.04 g/cm3), as calculated from the x-ray lattice parameters. At low 
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Fig. 5. Influence of applied field on grain decoupling. ZFC measurements 
of 4rMl~ff for same sintered Tl-2223 sample as Fig. 3. Larger fields 
induced greater currents that caused grains to decouple at progressively lower 
temperatures. After decoupling, the grains produced the same shielding, 
-30%, for all H < Hcl . 

temperature, the ZFC signal (squares) gives 4rx = -0.98, showing that virtually the entire 
volume was screened by induced surface currents. This situation is sketched in the 
accompanying drawing at the top of Fig. 4 (left side). With increasing temperature, 
however, this signal decreased substantially in magnitude near 120 K. This change arises 
from the reduction of Jc-inter(f) with temperature, which eventually falls below the density 
of screening current, so that the grains become effectively isolated; see the drawing at the 
top of Fig. 4 (right side). The grains themselves are still superconducting, however, so that 
currents can flow on the "surface" of grains and shield their interior. For the case shown 
in Fig. 4, this corresponded to approximately 30 % of the geometrical volume of the 
sample. The penetrated volume of the cylinder has at least two components: (1) voids and 
(2) surface layers of grains that are penetrated to a depth of A, as discussed above in part 
II B. 

In the FC measurements shown as diamonds in Fig. 4, flux was expelled upon 
cooling and the magnetization reversibly tracked the ZFC signal near Tc. For temperatures 
below 121 K, the FC signal was nearly constant in magnitude, with flux being trapped 
between grains and penetrating their near surfaces. 

For measurements in higher applied dc fields the "knee" in the ZFC signal shown 
in Figs. 4 and 5 moved systematically and linearly21 with H to lower temperature, with 
most other features unchanged. Again, the decoupling of grains is a consequence of the 
temperature dependence of weak intergrain currents. Larger applied fields induce larger 
screening currents, and those currents exceed the upper bound imposed by J c-inter(f) at 
progressively lower temperatures. This interpretation is consistent in that the signal at high 
temperature after decoupling, which corresponds to shielding by the grains only, was 
independent of field with 4rx = -0.3, as expected so long as ~ff < Hcl for the grains. 
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Figure 5 also shows that for sufficiently large applied field, e.g. 66 and 109 Oe, the 
intergrain current density (and perhaps He! for some crystallite orientations) was exceeded 
even at 4 K; consequently full screening of the geometrical volume was never achieved 
under these conditions. 

An interesting and useful further analysis of the influence of granularity on the 
magnetic and transport properties of high-Te superconductors has been given by Dersch and 
Blatter. 22 For a discussion of some other features found in dc magnetic studies of 
filamentary superconductive systems, the reader is referred to a recent paper by Collings 
et al.23 

m. VORTEX STATE STUDIES of TYPE n MATERIALS: BefT > Bel 

In magnetic fields that exceed the lower critical field He!' a type II superconductor 
is penetrated by vortices and enters the vortex or mixed state. As one increases the field 
applied to a material with numerous and/or strong pinning centers for vortices, their entry 
and motion into the sample is inhibited. Likewise, the movement of vortices out of the 
superconductor is inhibited upon decrease of the field. Consequently its magnetic response 
is hysteretic,24 as illustrated in Fig 6 (top), a plot of magnetization M versus applied field 
Happ at 5 K for a Bi1.8Pbo.3Sr2Ca2Cu301O+~ superconductor with Te = 106 K. The 
measurements were made using a SQUID-based magnetometer from Quantum Design, Inc. 
This sample was a highly textured, pressed polycrystalline disk (mass = 0.169 g, diameter 
= 4.83 mm, thickness = 2.11 mm, effective demagnetizing factor D ... 0.54) with the c­
axes nearly parallel to the pressing direction. The magnetizing field was applied parallel 
to the disk axis and hence perpendicular to the highly conductive Cu-O basal planes of the 
layered superconductor. The hysteresis seen in Fig. 6 is directly related to the critical 
current density Je of the material, as will be discussed briefly in a later section. For now, 
let us note that the measured magnetization is a sum of at least two terms. The first is the 
equilibrium magnetization M~ that is negative in sign and generated by microscopic 
supercurrents associated with individual vortices. This term is typically the order of 1-10 
Gauss in magnitude and is discussed in the following section. The second, irreversible term 
Mirr is due to macroscopic, circulating supercurrents Je, whose existence depends on 
pinning of vortices to prevent their motion. The magnitude of Mirr ranges from zero (for 
Je = 0) to many tens of kiloGauss (for plate-like samples with high Je's): 

In the opposite case where there is no effective flux pinning, vortices enter and leave 
the material easily and reversibly. This is illustrated in Fig. 6 (bottom), a plot M(H) for 
the same sample at 85 K. Here the effective pinning is very weak (the vortex lattice is 
"melted"), so that Je .... 0 and Mirr = 0 also. Under these conditions, one can obtain the 
thermodynamic, equilibrium magnetization Meq' which is related to the London penetration 
depth. The relationship between these two quantities is discussed in the next section. 

A. Vortex State Penetration Depth Studies 

Using the interaction energy between vortices and thermodynamic arguments, Kogan 
et al.25 developed a theory in the London limit for the vortex state magnetization of a 
uniaxial, high-K type II superconductor. In particular, the equilibrium M of a single crystal 
or its equivalent was related to applied field Happ as 
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Fig. 6. Magnetization M vs applied field H at (a) 5 K and (b) at 85 K, for 
a highly textured polycrystalline disk of Bi1.8Pho.3Sr2Ca2Cu30l0H' with 
H II c-axes for increasing (0) and decreasing (0) field history. Pinning 
caused substantial hysteresis at low temperatures, but the sample was highly 
reversible in a broad temperature range below Tc = 106 K. 

(9) 

where 4>0 = 2.07 10-7 G-cm2 is the flux quantum, (3 is a constant of order unity, and 
Hc2(T) is the upper critical field corresponding to the applied field direction. Here Ai is the 
magnetic penetration depth corresponding to field penetration that (in the Meissner state with 
B = 0 far from the surface) is screened by supercurrent flow in the i-th crystal direction. 
This relation is valid in the region Hcl (T) < < Happ < < Hc2(T) where the magnetization 
is reversible and applies to uniaxial materials, which includes most high temperature 
superconductors containing copper oxide layers. In these cases, there are two independent 
eigenvalues in the penetration depth tensor, A. and Ac. With the magnetizing field along 
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the c-axis, one has in Eq. 1 that i=j =a such that M depends only on the shorter component 
Aa; with the field in the basal a-b plane, one has i=a and j =c or visa versa, so that M 
depends on both Aa and Ae' 

This theory predicts a logarithmic field dependence, with M ex In(H). Figure 7, a 
semilog plot of M versus H, presents typical experimental data showing that this dependence 
is followed accurately. Shown is a set of isothermal magnetization data at various 
temperatures for a polycrystalline Bi-Sr-Ca-Cu-oxide sample containing two adjacent Cu-O 
layers with H II c-axis. Since the individual crystallites were very flat platelets, pressing 
a thin sample with uniaxial pressure caused it to be highly textured. As thermally 

Bi2Sr 1.5Cal.17Cu20x 

T = 80.7 K, m = 0.2048 g 
c 

0 

-1 

-----0 
-2 30 :::E 

~OK 
-3 • 

-4 
7 10 20 30 50 70 

H (kG) 

Fig. 7. The vortex state, equilibrium magnetization M vs field H on a 
logarithmic scale. The In(H) dependence of Eq. 9 was followed accurately, 
except at the lowest temperature (20 K), where M was hysteretic at lower 
fields. 

processed, this sample had Te = 80.7 K (see Table J). The logarithmic slopes dM/d[ln~H)] 
from these and similar plots for other samples have been used to obtain values for ~ (T) 
(with H " c) and, where possible, for the quantity Aefl(T) = Aa(T)Ac(T) (with H II ab). 
Now, Ginzburg-Landau theory provides that lIA2 is proportional to (Te-T) near Te' 
Figure 8 illustrates this dependence, where dM/dln(H) ex lIA2 ex ns(T) is plotted versus 
T for a sample of magnetically aligned Tl2Ca2Ba2Cu3010H powder with H " c-axes.26 
The composite, aligned27 sample was produced by dispersing fine ( - 1 J.Lm) monocrystalline 
powder in "45-minute" liquid epoxy and immersing it in a 50 kOe field at room 
temperature. Due to the anisotropy in the normal state magnetic susceptibility, the dispersed 
crystallites (6.5 % by volume) align with the c-axis parallel with the magnetizing field. 
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Fig. 8. A plot of logarithmic field derivative vs temperature T, for aligned 
Tl2C~~Cu3010+6 powder with H II c-axes. The quantity dM/dlnH ex 
(lIA2) ex Ils(T) varied linearly with T near Te, as given by Ginzburg-Landau 
theory. The intercept where (lIA2) = 0 defines Te A appropriate to the 
penetration depth study. ' 

Once cured, the epoxy matrix retained the c-axis alignment, as evidenced by X-ray 
diffraction studies showing only strong (001) reflections with rocking curve widths of S 1 0 • 

Figure 8 shows that the linear temperature dependence is quite well defined. We have 
observed28 it in all cases investigated to date and used the linear variation to define an 
appropriate value of transition temperature Te A as the temperature at which the penetration 
depth diverged. In general, these values agret:d relatively well with other measures of the 
transition temperature; some values are tabulated in Table 1. For comparison with 
theoretical temperature dependencies for A(T), however, it is very important that the value 
of T e be correct. Direct use of the magnetization data to determine TeA insures that a value 
appropriate to the penetration depth study is obtained. ' 

Experimental results for the penetration depth lIAa 2(T), which are denoted by 
symbols, are plotted versus reduced temperature t = T/Te,A in Fig. 9 for two different 
materials. The data extend from t=l, near which the linear dependence on T is evident, 
down to t - 0.3, below which the magnetization became excessively hysteretic. Data are 
shown both for the textured, two-layer Bi-based cupric oxide material discussed above and 
for a small grained, random polycrystalline sample of Y 2Ba4CuS016+6' In each case, the 
value of lambda at t=O, Aa(O), was used as the one free fitting parameter when comparing 
the data with various theoretical forms for !A(0)/A(t)]2. These forms include weak coup'ling, 
BCS theory in the clean and dirty limits1 , the empirical, two-fluid model with (lIA2) ex 
(1-t4), and strong coupling calculations by Rammer29 in the clean and dirty limits, obtained 
by numerical solution of Eliashberg theory. The best fits to each of the theoretical forms 
are shown as lines in Fig. 9. 

From Fig. 9, it is clear that weak coupling, clean limit theory provides an excellent 
description of the experimental results, which is visibly superior to that obtained for the 
other theoretical forms. Using the clean limit BCS temperature dependence, we obtain the 
value >--a(0) = 0.30 /Lm for the two-layer Bi-Sr-Ca-Cu-Oxide sample. Results for this 
material and others, obtained by similar analyses, are tabulated in Table 1. Where possible, 
studies with H II ab have been used to estimate values for Ae and these are included as well. 
Note, however, that measurements with H .1 c-axis are very sensitive25 to any small 
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angular misalignment, unlike those with H II c. Consequently the values for Ac should be 
regarded as lower bounds on this component of the penetration depth tensor. 

For a random polycrystalline material such as the Y 2Ba4CUg016H sa~le in Fig. 9, 
an angular average of Eq. 9 is required. The resulting expression is that14, 

dMIdln(H) = </>i[32..-2Aavl] [g(-y)/2] with 

g(-y) = 'Y-1I3{-y + (-y2-1r1l2Zn[('Y2-1)1I2+'Yn 

(lOa) 

(lOb) 

where Aavg = (AaAaAJl/3 and g(-y) is a correction factor that depends on the 
superconductive anisotropy factor 'Y. The factor 'Y arises when anisotropy is incorporated 
into Ginzburg-Landau theory via a superconductive effective mass.2S Then the components 
of the normalized mass tensor tn;. are related by 'Y = (mcfmJ1I2 = <Ac/AJ. Using the data 
for Y2~CUg016 in Fig. 9, we can obtain values for A(O) if'Y is known. Lacking an 
experimental determination of 'Y, we make the reasonable assumption that it has the same 
valuelS as in Y 1~Cu307' namely 'Y = 5. This gives g('Y) = 3.2 and implies that Aa(O) 
= 0.25 ",m and Ac(O) = 1.2 ",m, as included in Table I. 

One influence on these experiments may be "melting" of the flux lattice.31 In one 
sense, this phenomenon facilitated many of the studies by widening the region of magnetic 
reversibility so that measurements could be extended to lower temperatures, thereby 
enabling us to make better comparisons with theories for A(T). According to Clem,32 it is 
unlikely that a "melted" flux lattice has a significant effect on the determination of A, since 
the vortex interaction ener'h in Kogan's formulation depends most strongly on the mean 
vortex spacing a - (</>iB) . However, vortex core interactions, which are not included 
in the thermodynamic calculation, may lead to an overestimation32 of - 15 % in the values 
ofA. 

Table I. Experimental Values for the London Penetration Depths for Some 
High-T c Superconductors. 

COMPOUND Preparation Aa <l-'m) Tc,~ (K) Tc,r.(K) Tc,m (K) 
temperature, (except as resIstive magnetic 
atmosphere noted) midpoint midpoint 

Bil.7PbO.3Sr2Ca2Cu3010 ----- 0.22 105.9 108 105.5 

Bi2Sr l.SCal.17Cu20x 840 C, 0.30 80.7 80.7 -----

1% 02 

Bi-2212 (Hoecht AG) 840 C, air 0.28 72.7 73.5 71.8 

Bi-2212 (Hoecht AG) 840 C, 0.30 80.3 81.8 78.9 
2% 02 

Bi-2212 ----- Aa=0.27 73.8 ----- -----
single crystal Ac~3.7 

Tl2Ca2Ba2Cu3010H 850 C, Aa=0.17 122.8 ----- 121.2 
(aligned powder) 1 Atm 02 Ac~0.48 

Y lBa2Cu408 polyxtal. ref. 30. Aa=0.25 80.3 ----- 78.7 
(assuming 'Y=5) Ac=1.2 
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An overriding result of this work, however, is that weak coupling theory in the clean 
limit provides a decidedly superior description of the temperature dependence of }..(T) in 
these measurements. Similar conclusions were reached in a study on Y IBa2Cu307 and 
Bi2Sr2CaCu20g b~ Sreeparna Mitra et al. 14 These findings support both the earlier 
argument of Little 3 and the more recent theoretical work of Tsuei et al. 34 that the coupling 
in high temperature superconductors is weak. The latter authors use a model incorporating 
a van Hove singularity in the density of electronic states to account for both the high 
transition temperatures T c and the compositional dependence of the isotope effect, all within 
a weak coupling framework. 

An interesting aspect of these studies is that the vortex state magnetization is a bulk, 
volume-averaged quantity. In contrast, conventional Meissner state magnetic measurements 
of field penetration into a sample sense largely the near-surface properties of the 
superconductor, e.g., a single crystal of Y1Ba2Cu307. Reasonable consistency between 
these two types of measurements provides strong evidence that superconductivity in the 
compound is a bulk phenomenon and not a surface effect only. Indeed, such consistency 
is evident in ~netration depth studies of YBCO using magnetization14 and low field 
Meissner state 3 studies. These types of results complement other experimental studies that 
sense bulk superconductivity, such as a jump in specific heat at T c and the observation of 
a flux line lattice by neutron scattering techniques. 

B. Defect-induced Magnetic Hysteresis 

As discussed at the beginning of section III, the presence of defects in a 
superconductor inhibits the motion of vortices and tends to "pin" them in energetically 
favorable locations. In addition to naturally occurring "pins," such regions can be created 
by many different methods. The technology of practical, high field superconductivity is 
devoted in considerable part to optimizing their size, distribution, and efficacy to obtain 
high, stable critical currents. The magnetic hysteresis, such as that shown in Fig. 6 (top), 
that is associated with pinning and the existence of critical currents provides a very useful 
and widely employed non-contact method to determine values for J c. The critical state 
model was devised by Bean35 and is described in the book of Tinkham.3 In essence, the 
Bean model provides that Jc(H,T) is proportional to..::lM = (M--M+), where M- (M+) is 
the magnetization at temperature T measured in decreasing (increasing) field history, 
respectively. For the case of a cylinder of radius R (in cm) with field applied parallel to 
its axis, the Jc (in A/cm2) is given by 

Jc(H,T) = 15 ..::lM(H,T)/R (11) 

with M in units of Gauss. Similar results apply to other geometries; e.g., for a sphere of 
radius R, the numerical factor36 becomes 16.97. For a rectanjular solid with field 
perpendicular to a face with sides ~ > L1, the "sandpile" model2 provides that 

For a sample of square section with Ll = L2, this expression reduces to Eq. 11 for a 
cylinder when one equates R = Ll2. 

Earlier in this paper, we discussed the trapping of flux in a multiconnected 
superconductor. This feature has been carried to an extreme, but extremely useful limit 
using ion irradiation methods. A single crystal of Y IBa2Cu307 was irradiated37 with 580 
MeV Sn-ions, which created linear columns of damaged material nearly parallel to the c-
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Fig. 10. Irreversible magnetization due to linear defects. Magnetization 
M(H) at 30 K for single crystal Y lBa2Cu307' with H II c-axes. Ion 
irradiation with 580 MeV Sn-ions created linear damage columns II c-axes 
that pin vortices very effectively (see sketch). Hysteresis increased 
progressively with ion fluence. 

axis. The diameter of these nonsuperconductive damage tracks is a few times ~a' the 
superconductive coherence length in the ab plane of Cu-O sheets. As such, a damage track 
is quite effective in pinning a vortex directed along the c-axis, in part because of the 
similarity of these dimensions. Most importantly, both the damage columns and the vortices 
are linear structures, which maximizes the pinning force when the two are collinear. 

An example of increased pinning is given in Fig. 10, plots of M versus H II cat 30 
K for a crystal at three levels of irradiation. The drawing at the top of the figure 
schematically shows columns of damaged material that extend from top to bottom of the 
plate-like crystal. In the plot itself, the circles denote data for the sample as prepared; here 
4M and Je are relatively small and are produced by "accidental defects" incorporated during 
the growth process. The triangles show M following heavy ion irradiation, where the ion 
fluence, in units of (ions/cm2), has been multiplied by the flux quantum 4>0 = 2.07xlO-ll 

T -cm2 to give it dimensions of flux density. For example, a fluence of 5 Tesla means that 
the area density of damage tracks is the same as the area density of vortices when B = 5 
Tesla. It is evident that ion-induced defects make the crystal increasingly hysteretic, 
indicating substantial increases37 in Je. A Bean model calculation, using Eq. 12 with 
sample dimensions of Ll = 0.80 mm and ~ = 0.94 mm, shows that AM = 5 kG 
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corresponds to Je = 1.8x106 A/cm2• At this temperature, the improvement in Je was 
significant. At still higher temperatures, e.g., 77 K, the effects were far more dramatic,38 
increasing the irreversibility field substantially. 37 In summary, this ion-irradiation study 
graphically demonstrates the central role of defects in controlling the magnetic hysteresis 
in a well characterized high temperature superconductor. 

SUMMARY 

Many features of static magnetization studies have been reviewed. While relatively 
straightforward in principle, considerable care is needed in practice when interpreting the 
results of these investigations. As demonstrated, the measurements are influenced by many 
variables, including geometry, sample size, granularity, and of course, defects that pin 
vortices. Studies of the dc magnetization can provide important insights into the properties 
of superconductors, especially when complemented by other investigations of structure, 
phase composition, and geometry. 
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AC LOSSES IN TYPE-II SUPERCONDUCTORS 

ABSTRACT 

JohnR Clem 

Ames Laboratory-USDOE and 
Department of PhysicS and Astronomy 
Iowa State University, Ames, Iowa 50011 

This paper discusses the phYSiCS of ac losses in type-II superconductors and in 
multifllamentary superconduct1ng-normal composite conductors. As an introduction, 
the ac eddy-current losses in a homogeneous normal conducting cylindrical specimen 
subjected to an alternating applied magnetic field are briefly reviewed. The ac losses in 
a superconduct1ng cylindrical specimen are discussed in detail next, with emphasis on 
the losses in a specimen subjected to an alternating applied lOngitudinal magnetic field. 
In general, dissipation occurs via both flux-flow losses, which are analogous to eddy­
current losses in the normal state, and hysteretic losses, which arise from bulk and 
surface pinning as well as annihilation of vortices of the opposite sense. Tests are 
suggested by which the dominant loss mechanisms can be identified. Special 
considerations are noted for the case of the high-temperature superconductors. 
Finally, the losses in multifllamentary superconducting-normal composite conductors 
are discussed. 

I. IN1RODUCTION 

The subject of ac losses in superconductors is of great interest to researchers 
involved in the field of applied superconductivity. Such losses are a key consideration 
in the design of composite conductors in a number of applications, including cables for 
long-distance power transmission and pulsed magnet coils for magnetic-confinement 
fusion lTokamaks). The term ac losses has a somewhat different meaning to workers in 
different areas of applied superconductivity. To someone designing a power 
transmission line, ac losses may mean the losses generated by a 50 Hz or 60 Hz ripple 
field of small amplitude, say 0.1 T, whereas to someone designing a pulsed magnet coil 
the term may mean the losses in the coil as the field is ramped from zero to, say, 5 T in a 
fraction of a second. In this paper, I shall attempt to present a unified view of ac losses 
in superconductors. However, this is not a review paper, and I apologize for falling to 
cite many key references in this field. 

First, let me make a few simple statements regarding the origin of ac losses. 
When a normal or superconducting metal is subjected to a time-varying applied 

~ ~ 

magnetic induction Ba(t), which generates a net magnetic induction B, an electric field 
~ ~ 

E is generated according to Faraday's emf law. Accompanying E is a macroscopic 
~ ~~ 

current density J, such that the local rate of energy dissipation per unit volume is J -E. 
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Under alternating conditions with an angular frequency co (frequency V=CO/21C and 
--+ --+ 

period T=21C/CO), the time average of JoE integrated over the volume V ofthe specimen 
yields the time-averaged dissipated power P. 

Poynting's theorem provides some useful relations. Recall that l 

au --+ --+ --+--+ at + v 0 S = -J 0 E , (1) 

--+ 
where u is the energy density and S is Poynting's vector 

--+ --+ --+ 
S = (C/41C)(E x H) (Gaussian) (2a) 

--+ --+ 
=(ExH) (mks). (2b) 

Integrating Eq. (1) over the volume V of the specimen and making use of the divergence 
" theorem to obtain an integral over the surface area A with inward normal Dtn' we 

obtain 

J d2rS o~ = J d3r1o E + J d3r iJu/at. 
A V V 

(3) 

The left-hand side represents the net work per unit time done on the specimen by the 
fields, the first term on the right-hand side represents the rate of energy dissipation, 
and the second term on the right-hand side represents the rate of change of stored 
energy. Averaging Eq. (3) over the period T yields 

(4) 

--+ --+ 
When JoE is distributed rather uniformly over the volume, it is useful to introduce the 
time-averaged diSSipated power per unit volume 

Py=P/V, (5) 

--+ --+ 
and, when JoE is localized at the surface, it is useful to make use of the time-averaged 
dissipated power per unit area 

(6) 

It is also helpful to introduce the energy loss per cycle W=PT, the energy loss per unit 
volume per cycle WV=W /V=PyT, and the energy loss per unit surface area per cycle 
WA=W/A=PAT. 

Consider a long, cylindrical specimen with a time-varying magnetic induction Ba(t) 

applied parallel to its axis. Let B(t) denote the magnetic induction inside the specimen 

averaged over the volume V. As Ba(t) sweeps through its cycle, B(t) lags behind, and the 

trajectory of B(t) versus Ba(t) sweeps out a hysteresis loop of area AIl. Using Poynting's 
theorem to evaluate WV, we obtain 
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Wv = AH/4n: (Gaussian) (7a) 

=AH/J.IO (mks). (7b) 

By consideration of the hysteresis loop, we find that the largest losses occur when the 
answer is ''yes'' to the following two questions: 

1. Does a large amount of flux sweep in and out of the specimen each cycle? 

2. Is B slgn1ftcantly out of equll1brium with Ba during the cycle? 

Let us consider three examples: (a) In the case of small screening currents, 

although a large amount of flux sweeps in and out each cycle, B remains close to 
equilibrium with Ba during the cycle, the area AH of the hysteresis loop is small, and 
the losses are small. (b) In the case of modest screening currents, a moderately large 

amount of flux sweeps in and out each cycle, 13 remains appreciably out of equilibrium 
with Ba during the cycle, the area AH is relatively large, and the losses are large. (c) In 

the case of large screening currents, although B remains well away from equll1brium 
with Ba during the cycle, only a small amount of flux sweeps in and out each cycle, the 
area AH is small, and the losses are small. Another helpful quantity to introduce, when 
considering a long cylindrical specimen of radius a in a time-varying longitudinal 
field, is the complex permeabUity2 ii. Suppose the applied magnetic induction has a dc 
component So and a sinusodally vaxying component bO cos rot: 

(8) 

The measured voltage V(t) in a stngle-turn coil wrapped tightly around the cylinder is 

v = -c-l d<l>/dt (Gaussian) (9a) 

= -d<l>/dt (mks), (9b) 

where the magnetic flux through the coil is <I>=n:a2B. [In Eqs. (8) and (9), as well as in 
many of the following equations, we suppress the time argument in quantities that 

depend upon the time t.) In the absence of the specimen, 13 = Ba and V(t)=VOSinrot, where 

Vo = n:a2boro/c (Gaussian) (lOa) 

= n:a2tJoro (mks). (lOb) 

In the presence of the specimen, we need convenient expressions for B(t) and V(t). This is 

accomplished by writing B as 

(11) 

where b(t) is the deviation of B(t) from its time average, <B>tJme. Because b(t) is periodic 
with period T, it can be expanded in a Fourier series as follows: 

b= L ~cos nrot + ~sin nrot)bO 
n=l 

IlD. = (ro/xbo) Jf dt b cos nrot 

(l2) 

(l3a) 
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~ = (ro/7tbo) Jf dt b sin nrot . 

The measured voltage VItI is then 

v = -(m2/c) db/dt (Gaussian) 

= -m2 db/ dt. (mks) 

Making use ofEq. (12). we obtain 

v = Vo L n( I\tSin nrot - ~cos nrot) • 
n=1 

where Vo is the amplitude in the absence of the speclmen. Eq. (10). 

(13b) 

(l4a) 

(l4b) 

(15) 

Frequently. lock-in techniques are used to measure only VI. the component of V 
that varies with angular frequency ro: 

VI = VOOLisln rot -Ill cos rot) (16) 

A complex penneabUtty can be defined. 

(17) 

in terms of which the first term on the right-hand side ofEq. (16). the out-aJ-phase (with 
Bal or inductive component. measures the real part (11'). and the second term. the in· 
phase. resistive. or lossy component. measures the imaginary part (11"). Note that 

Sa = Bo + Re(boe-IClltJ (18) 

(19) 

Here Re denotes the real part. In vacUUID.I1'=I and 11"=<>. such that 

(20) 

In a normal metal with static magnetic permeability 11. we have. at frequencies 
(typiCally less than 102 Hz) suffiCiently low that the skin depth is much larger than the 
radius. 11'=11 and 11"=0. such that 

(21) 

In a superconductor in the Meissner state (where the internal magnetic induction is 
zero). 11'=0 and 11"=0. such that 

VI=O. (22) 

There is a close connection between 11" and the area AH of the hysteresis loop. as can be 
seen by starting with the expression 

- (f dB 
ArI = f> BadB = JO (Bo + bocosrot) dt dt. (23) 

Making use of Eqs. (11) and (12) and carrying out the time integration. we find that only 
the n=l. cos2rot term survives. which yields 
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(24) 

Thus. there is a simple geometric umemornc for 11": 11" is simply the ratio of the area AH 
of the hysteresis loop to the area of a circle of radius boo The loss per cycle per urnt 
volume. expressed in terms of 11" is 

Wv = xb~" / 4x (Gaussian) 

= xb~" /110. (mks) 

II. NORMAL METALS 

(25a) 

(25b) 

The basic equations needed for the calculation of ac losses in isotropic. 
magnetically reversible materials are 

-+ -+ -1-+ 
J = GnE = Pn E. (26) 

-+ 
V. B=O. (27) 

-+ 
V. E = O. (inside the metal) (28) 

-+ -+ 
B = IJH (Gaussian) (29a) 

-+ = 1lPOIi. (mks) (29b) 

Vx E = -colas/at (Gaussian) (30a) 

-+ 
= ..(lB/at. (mks) (30b) 

-+ -+ 
VxH = (4x/c)J (Gaussian) (31a) 

-+ 
=J. (mks) (31b) 

Note here that 11 is dimensionless and that the displacement current can be neglected 
relative to the induced screerung current at the frequencies typically used for ac loss 
measurements. 

Combining the above equations yields the following diffusion equations for the 
magnetic flux density and the current density 

where Dn is the magnetic d!fJusivity in the nonnal state. 

On = Pnc2/41t11 (Gaussian) 

= Pn/J.II1O. (mks) 

(32) 

(33) 

(34a) 

(34b) 
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For example. for high conductivity copper at low temperature. we have Po"'10-8 C-cm, 
~"'1, and 0 0 .. 1 cm2/sec. 

In the presence of a sinusoidally vcuying appUed magnetic flux density 

~ 

where Bam is a constant. the induction inside the specimen can be expressed as 

where the diffusion equation [Eq. (32)] requires 

In plane geometry. with the specimen occupying the space x>0. we obtain3 

where 

k= (1 + 1)/80 

and 50=(200 /(1))1/2 is the nonnal-state skin depth 

80 = 1I>nc2/21tJ1CO)1/2 (Gaussian) 

= (2Pn/j.I/J()CIl)I/2. (mks) 

(35) 

(36) 

(37) 

(38) 

(39) 

(40a) 

(40b) 

For example, for high conductivity copper at low temperature and f=(I)/21t=60 Hz. we 
have 50",1 mm. 

The nonnal-state magnetk: flUX diffUSion time tn is the characteristic time 
required for magnetic flux changes to diffuse in to the middle of a normal-metal 
specimen. If 2L is a characteristic specimen dimension, we have, simply by 
dimensional arguments, On-L2/tn or tn-L2/On=2(L/So)2/(I). Note that when roto«I. 
Sn»L. Similarly, when rotn-1, So-L, and when Clltn»1. Sn«L. 

For a cylinder of radius a, it is convenient to assign the constants of 
proportionality such that rotn=1 corresponds to Sn=a. We then have the following 
relations 

as well as 
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80 = (20n/(I)) 1/2 , 

a = (2Dntnl1/2, 

tn = a2/2Oo. 

2 ~2 
Clltn = a/un' 

(41) 

(42) 

(43) 

(44) 

(45a) 



= ~2/2Pn. (mks) (45b) 

For example, for high conductivity copper at low temperature with a radius a-I mm, we 
have tn - 10-2 sec. 

Consider now a normal cylinder of radius a in a parallel magnetic field. Let 

Inside the cylinder, we have at radial coordinate p 

B(p,t) = IlBo + bl(P,t) 

bl(P,t) = Re[blm!p)e-lcIlf:J , 

where bIro obeys Eq. (37). The solution of this equation is4,5 

where Jo is the Bessel function of order zero and 

k=(I+I)/Bn· 

Averaging Eq. (47) over the cylinder cross section yields 

where the complex penneabUity ~ is 

~ = IJ.' + IIJ." = J.12Jl(ka)/(kalJO(ka) . 

The quantities IJ.' and IJ." also can be wrltten as 

IJ.'/IJ. = fl(X) = fo(x)cos~(x) 

x = aV2/Bn = (2orcnl l / 2 , 

where, in tenns of the modulus Mv and phase 8v of the Kelvin functions,6 

fO(x) = 2Ml(x)/xMO(x) , 

~(x) = 8o(X) - 81 (x) + 31C/4. 

Plots OffIo f2, fo, and t~ versus x are shown in FIg. 1. 

(46) 

(47) 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

(59) 

The hystereSiS loop is easily analyzed as follows. The ac component of the 
applied magnetic flux density is ba=bocos cot, and the induced ac component of the 
average magnetic flux density in the specimen is 
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FIg. I. Plots of the auxiliary functions used in the analysis of the complex: penneabU­
ity ii=I1'+il1" of a nonnal cylinder. fl =11' 111. f2=11"/11. fo= I ~ 1/110. and tanp 
=f2/fl =11"/11'. defined in Eqs. (55H58). versus x=a ...[2/5n=(2OYCnll/2. 

~(t) = I1bofocos(rot-P) . (60) 

2 The hysteresis loop is thus an ellipse with area AH=7tbollfosmp. Referring to Fig. 2. we 
see that 

(61) 

is the slope of the line MN and that 

11" = AH/7tb~ = ¢2 = J.IfosinP . (62) 

At low frequencies. such that COln«I. a«lin and x«I. we have fl=fo=1 and 
f2=p..x2/8=(a/2/inl2=OYCn/4«1. (See Fig. 1.) This is the case of small screening CWTents. 

A large amount of flux sweeps in and out each cycle but B remains close to equilibrium 
during the cycle. and the losses are small. (See Fig. 2.) 

At intennediate frequencies. such that OYCn-l. a-lin. and x-I. fl-f2-fO. This is the 
case of modest screening currents. A moderately large amount of flux sweeps in and out 

each cycle. and B remains appreciably out of equUibrium with Ba during the cycle. The 
losses are maximized when OYCn=3.2. a=1.8 lin. and x=2.5. where P=0.55. fl =0.62. f2=O.38. 
and fo=0.72 . .At high frequencies. such that rotn»I. a»lin• and x»I. we have 

fl .. f2 .. fo/...[2 .. ...[2/x=lin/a=(rotn)-1/2«1 and P=7t/4=0.79. This is the case of large 

screening CWTents. Although B remains far from eqUilibrium with Ba during the cycle. 
only a small amount of flux sweeps in and out during the cycle. and the losses are small. 

Shown in Fig. 3 is the local time-averaged rate of energy dissipation per unit 
volume at a distance p from the axis ofthe cylinder. 

(63) 
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FIg. 2. 

-bO 
I 

M 

N 

- --- - bOI' f1 
------- -bOl'fO 

AH = I'f2 .". b6 
Hysteresis loop for a nonnal cylinder. described by Eqs. (52)-(62). Note that 

2 2 
~"=AH/1tbo' where.AJ:J: is the area of the hysteresis loop (crosshatched) and 1tbo 
is the area of the circle of radius boo (For this figure. the values ~=2. x=2.4. 
~=0.52. fO=O.75. fl=focos~=0.65. and f2=fosin~=0.38 were used. such that 
11"=¢2=0.75.) 
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FIg. 3. Ratio of d(p). the time-averaged rate of energy dissipation per unit volume at 
radial coordinate p. to d(a). its value at the radius a. in a normal-metal 
cylinder for various values of the skin depth an [Eq. (65)). 
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-) -) 

In Eq. (63). J and E have only azimuthal components. J41 and E<I>' One obtains from 
Eqs. (26). (31). and (49) 

d(P) = ~~/81t)0)IJl(kp)/Jo(ka) 12 (Gaussian) (64a) 

(64b) 

Figure 3 is a plot of 

(65) 

versus pIa. For a«Bn or CJl'tn=(a/0rJ2«1, both E<I> and J<I> are proportional to p. and dIp) is 
proportional to p2: 

dIp) ~ ~~/81t)co(p2 1211~) (Gaussian) 

~ ~~/211O)co(p2/211~. (mks) 

(66a) 

(66b) 

In the oppOSite limit. for a»lIn or (CJl'tn)=(a/lIn)2»l. E<I> and J<I> are large only within the 
normal-state skin depth lin of the surface. 

III. EDDY-CURRENT WSSES IN TIPE-II SUPERCONDUCTORS 

We next consider the electrodynamic behavior of ideal. type-II superconductors 
and Ignore. for the present. the possibility of flux pinning. Here. the ac losses can be 
calIed eddy-current losses. flux-jlow losses. or viscous losses. In many respects. the 
behavior of an ideal. type-II superconductor is Similar to that of a normal metal except 

~ ~ ~ ~ 

that the linear relations between E and J [Eq. (26)] and between B and H [Eqs. (29a) and 
-) -) 

(29b)] do not hold. Instead. it is found that. when E and J are parallel. 

-) -) 

E = prtB)J • (67) 

-) 

where Pf is the flux-flow resistivity? and the thermodynamic magnetic field H and 
-) 

magnetic flux density B in thermodynamic equilibrium ares 

-) "-
H = Heq(B)B (68) 

or 
-) "-
B=Beq(H)H. (69) 

"- "-
where Band H are unit vectors. The. dependences of Pf and Heq upon the flux density B 
are sketched in Fig. 4. The symbols Hc2 and Hcl denote the upper and lower Critical 
fields. respectively. and Bc2 denotes the upper critical flux denSity. Note that the 

eqUilibrium flux density is B"'O for -Hcl~H~Hcl' The nonanalytic B dependence of Pf 
and Heq makes the electrodynamic equations nonlinear. such that analytic solutions 
no longer can be obtained for arbitrarily large amplitudes of the applied magnetic field. 

For .small amplitudes bo of the applied magnetic induction. however. a 
linearization procedure can be used to solve analytically for the electrodynamic 
response of the superconductor. 5 Let the magnetic field and induction applied parallel 
to a cylindrical type-II superconductor of radius a be 

186 



(a) 
O~--------~----

" " " / 

" o 

" 

1 

,,7 I 

" I 
" I 

" I 
" I 

,," I 

B 

(b) 

Fig. 4. Sketches of flux-density-dependent functions for type-II superconductors: (a) 
flux-flow resistivity pr/Pn versus B/Bc2 and (b) Heq versus B. 

Ha = Ho + hocosoot (70) 

Ba = Eo + bQCOSOJt • (71) 

where hO«HO and bo«BO. Inside the superconductor the resulting macroscopic flux 
density is 

B(p.t) = Beq(Ho) + bl(p.t) • (72) 

where P is the radial coordinate; the corresponding spatial average over the cross 
section is 

8(t) = Beq(Ho) + ht (t) • (73) 

where Ibl(p.t) I «Beq(Ho) and I bl(t) I «Beq(Ho). Then bl(P.t) obeys the same equations as 
in the normal state. except for the replacement of the normal-state resistivity Pn by the 
flux-flow resIstivity Pfo and the replacement of the static normal-state permeability 1.1 
by the differential permeability of the mixed state 1.10' which is defined below: 

Pn ~PfO (74) 

(75) 

The flux-flow resistivity Pro is defmed by 

(76) 
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and the dimensionless differential permeability ~ by 

IlO = 1<lBeq(H)/dHIH=Ho (Gaussian) (77a) 

-1 
= llol<lBeq(H)/dHIH=Ho (mks). (77b) 

Here the prime denotes the derivative with respect to H. and the subscript 0 denotes 
evaluation at H=HO. The dependences of Pfo/Po and Ilo upon HO are sketched in Fig. 5. 

Pfo 

~ 
(a) 

0 HCl HC2 HO 

I 

:3 __ J~ I 2 
JLO 

I I 
I I 
I I (h) 

0 HCl HC2 HO 

Fig. 5. Sketches of (a) Pro/Po IEq. (76)) and (b) ~ [Eqs. (77a) and (77b)1 versus Ho for a 
type-II superconductor. 

In Sec. II we discussed the normal-state magnetic diffusivity Dn. the normal-state 
skin depth Bo. and the normal-state flux diffusion time 'to. In the mixed state of the 
type-II superconductor. the corresponding quantities are the flux:flow magnetic 
dijfusivity. 

= Pro/1JQIlo • (mks) 

the jlux-jlow skin depth. 

Bro = (2Dro/ro)1/2 • 

Bro = (Proc2/2~oro)1/2 (Gaussian) 

= (2pro/~ro)1/2. (mks) 

and the jlux:flow jlux diffusion time. 

'tro = a2/ 2Dro . 

(78a) 

(78b) 

(79) 

(79a) 

(79b) 

(SO) 

Shown in Fig. 6 are sketches of DfO. BfO. and 'tfOl normalized to their values in the 
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FIg. 6. Sketches of Dro/Dn and ~/an=(Dro/Dn>1/2 Oeft scale) and tro/tn=Dn/Dro (rlght 
scale) versus Ho for a type-II superconductor. See Eqs. (78)-(80). 

normal state just above Hc2. versus HO. Note that Dro and Sro vanish and tro becomes 
Infinite at Ho=Hc1. Moreover. at Hc2 all three quantities exhibit discontinuities, which 
arise from the discontinuity of Jlo' 

In terms of these flux-flow quantities, Eq. (73) can be expressed asS 

13(t) = BeqIHoJ + Re(~-ICIltj , (8 I) 

where ii=Jl'+iJ.L" and 

Jl' / J.LQ = f 1 (xl = fo(xlcosP(xl (82) 

(83) 

where fo, flo f2, and P are the same functions as in Eqs. (55)-(58), except that here 

(84) 

Note that x now depends strongly not only upon frequency but also upon the applied dc 
field Ho via the dependence of Pro upon Ho. 

Just as the loss per cycle per unit volume of a normal cylinder can be calculated 
from Eqs. (25) and (56), the loss per cycle per unit volume of an ideal, type-II 
superconductor can be calculated from Eqs. (25) and (83): 

Wv = (7tb~/ 47t)J.LQf2(a~/Srol (Gaussian) 

= (7tb~/11olJ.LQf2(a~/Srol. (mks) 

(85a) 

(85b) 

For fixed bo and CJ), but varying Ho, we see that Wv is maximized when 
Jl"=JlQf 2 is maximized. where both J.LQ and ~ depend upon Ho. 

Dlustratlng the expected qualitative dependence of Jl' and 11" upon Ho at different 
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Fig. 7. Theoretically calculated (Eqs. (82)-(89)) curves of I.e versus Ho at various 
frequencies and corresponding nonnal-state skin depths an for eddy-current 
losses. 

2.8 

2.6 

2.4 

2.2 

2.0 

1.8 

1" 
1.6 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

0 
0 

....,----r-

Hel 

8 =04 
8n =0 8 

Fig. 8. Theoretically calculated (Eqs. (82)-(89)) curves of ~" versus Ho at various 
frequencies and corresponding nonnal-state skin depths I5n for eddy-current 
losses. 
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values of the frequency. Figs. 7 and 8 exhibit CUIves of 11' and 11" computed from Eqs. (82) 
and (83) with the crude model approximations of Eqs. (86)-(89). 

Beq(Ho) = Bc2[(H~-H~l)/(H~2-H~lll1/2 • 

dBeq(HoJ/dHo = Bc2Ho/[(H ~-H~l)(H:2-H~llll/2 • 

l1o(Hol = Hc2Ho/[(H~-H~l)(H:2-H~l)]l/2 . 

According to Eq. (89). 

l1o(Hc2l = [l-<Hcl/Hc212]-l > 1 • 

and the magnitude of the discontinuity of~ at He21s [(He2/Hcl)2-nl. 

(86) 

(87) 

(88) 

(89) 

(90) 

Measurements of 11' and 11" in nearly ideal. highly reversible samples of NbTa 
alloys were reported in Ref. 5. The measured dependences of 11' and 11" upon Ho at 
different frequencies for two samples with different Ta concentrations are shown in 
Figs. 9 and 10. In these samples. the dlssipation is dominated by flux flow over a wide 
range .of fields. Flux-pinning effects. however. play an important role near Hel. As 
expected when viscous losses are dOminant. both 11' and 11" exhibit strong frequency 
dependence. The expected discontinuity in 11' and 11" at He2 Is smeared out over 2hO. the 
field resolution width of the experiment. The experiments of Ref. 5 confirm that in 
nearly ideal type-II superconductors. the complex permeability components 11' and 11" 
can be calculated using the theoretical approach described here. 

1.6 
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I-- ho' 144 Oe 
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Fig. 9. Measurements [Ref. 5] of the real and imaginary parts of the ac permeability as 
a function of the dc applied magnetic field Ho for a NbTa alloy containing 0.5 
at. % Ta. Hc2(4.2K) = 2.87 kOe. 
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Fig. 10. Measurements (Ref. 5) of the real and imaglnaIy parts ofthe ac permeabUlty as 
a function of the dc applied magnetic field Ho for a NbTa alloy containing 11 
at % Ta. Hc2(4.2K) = 4.42 kOe. 

-+ 
In the conventional superconductors, the linear relation [Eq. (67)) between E and 

-+ 
J holds at low temperatures only for samples containing very few pinning centers or 
for average driving current densities well above the Critical current density J c. On the 
other hand, in the high-temperature superconductors there often is a wide range oftem­
peratures T near the Critical temperature Tc where thermally assisted flux flow9,10 

- -+ occurs, resulting in a linear relation E = PthJ , but where the thermally activated 
resistivity Pth is generally a more complicated function of B and T than assumed, for 
example. in Eq. (86). The physics of the time-dependent behavior of the magnetic flux. 
however. remains exactly as discussed above. except for the simple replacement of Pf by 
Ptb· 

In hysteretic type-II superconductors. in which flux pinning plays an 1mportant 
role. another theoretical approach to the losses must be used. which is discussed in the 
following section. 

IV. BULK-PINNING HYSTERETIC LOSSES IN 1YPE-II SUPERCONDUcroRS 

As is seen from Eq. (85). the loss per cycle per unit volume Wv in an ideal. 
pinning-free. type-II superconductor depends strongly upon the frequency. In the 
presence of pinning. magnetic hysteresis plays a significant role. and if hysteretic 
losses dominate. the loss per cycle W becomes independent of frequency. It can be 
argued as follows that hysteretic losses dominate when the electric field obeys E«pf'Jc. 
where PC is the flux-flow reSistivity and J c is the critical current density. Assuming 
that. for J>Jc• E=pf{J-Jcl. as discussed by Kim and Stephen? the rate of energy 
dissipation per unit volume can be written as 

(91) 

The first term on the right-hand side ofEq. (91) represents the eddy-current. flux-flow. 
or viscous losses discussed in Sec. III. The second tenn. which deSCribes the hysteretic 
losses. gives the rate of heat generation per unit volume near the pinning centers that 
impede vortex motion. By comparing these two terms. we see that the hysteretic losses 
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dominate when E«PtUe. that is. when the electric field generated by vortex motion is at 
a relatively low level. close to the foot of the curve of E=pj{J-Jcl versus J. This condition 
also requires that J not greatly exceed the critical depinning current density J e. 

It is perhaps surprising that a complete theory does not yet exist for the 
--> 

calculation of both hysteretic and eddy-current losses when J has a component locally 
--> 

parallel to B. In this case. it is possible that flux-line cutting may occurll -13 or that the 
vortex array may split up into domatns. 14 The theory for hysteretic losses accounting 
for flux-line cutting has been discussed in Refs. 15 and 16. but in this paper I discuss 
only the situation where the theory is best established. the case for which the current 

--> --> 
density J is always locally perpendicular to B. 

The most important quantity determining the hysteretic losses is the critical 
current density J e• which at constant temperature is a function only of the magnetic 
flux denSity B. Usually. Jc!B) is a monotOnically decreasing function of B. decreasing 
from its maximum value Jc!O) at B=O to Je=O at B=Bc2. The origin and properties of 
Je(B) are discussed in much greater detail in Ref. 10. 

The baSic equations needed for the computation of hysteretic but otherwise 
--> --> 

isotropic superconductors. for which J is perpendicular to B. are 

--> 1\ 

J =JcE. 

1\ --> 
where Jc>O and E=E/E. 

--> --> --> 
E = B x v /c (Gaussian) 

--> --> 
=Bxv. (mks) 

--> 
where v is the local vortex velOCity. 

or 

--> 
V.B=O. 

--> 
V. E = O. (inside). 

--> 1\ 
H = Heq(B)H. 

--> 1\ 

B = Beq(HlB. 

1\ --> 1\ --> 
where B= B/B and H=H/H. 

--> --> 
Vx E = -c-1im/at (Gaussian) 

--> 
= -aB/at . (mks) 

(92) 

(93) 

(94a) 

(94b) 

(95) 

(96) 

(97) 

(98) 

(99a) 

(99b) 
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--+ --+ v x H = (4lt/c)J (Gaussian) (looa) 

--+ --+ 
VxH= J. (Inks) (loob) 

At low frequencies when E«ptUc and J..Jc• the critical state equation holds: 

--+ 
I VxH I = (4lt/c)Jc (Gaussian) 

=Jc . (mks) 

(lOla) 

(101b) 

The equations (92)-(101) need to be solved simultaneously with the 
corresponding equations for the fields outside the specimen. subject to the boundary 

--+ 
conditions at the surface. one of which is that the normal component of B be 
continuous. If there is no surface barrier (no barrier to vortex entry and exit. no surface 
pinning). then there is an additional boundary condition that the tangential 

--+ 
component of H be continuous; For example. if the specimen is a long cylinder 

--+ 
subjected to an externally applied parallel magnetic field Ha. the boundary condition at 
the surface is Ha=Heq(B). On the other hand. if there is an appreciable surface barrier 
[barrier to vortex entry and exit. surface pinning not accounted for in Jc(B)). then the 

--+ 
boundary condition on the tangential component of H is more complicated. For 
example. if the specimen is a long cylinder subjected to an externally applied parallel 

--+ 
magnetic field Ha. the boundary condition at the surface is Ha=Hen(B»Heq(B) if the 
surface is unstable to the entry of vortices or Ha=Hex(B)<Heq(B) if the surface is unstable 
to the exit of vortices. There exists a range of applied fields Hex(B)<Ha<Hen(B) for which 
the specfIpen remains in a metastable state. and neither entry nor exit of vortices 
occurs. The surface boundary conditions and the expected B dependence of Hen(B) and 
Hex(B) are discussed at greater length in Refs. 17 and 18. 

The nonlinearities introduced into Eqs. (92)-(101) and the boundary conditions 
via the nonlinear B dependence of J c• Heq. Hen. and Hex make it impossible to obtain 
analytic solutions for the flux-density proffies and ac losses for arbitrarily large ac 
field amplitudes. In this case numerical solutions are required. A deSCription of how to 
obtain such solutions in slab geometry is given in Ref. 18. Many useful results can be 
obtained. however. by linearizing the equations when the ac field amplitude is quite 
small. 

ConSider the hysteretic losses in a type-II superconducting cylinder of radius a in 
a parallel applied field. 

Ha = HO + hOCosrot (102) 

Ba=BO+b~. (103) 

where ho«Ho and bo«Bo. Assume no barrier to vortex entry and exit. The response of 
the superconductor at radial coordinate p is 

H(P.t) = HO + hI(P.t) 

B(p.t) = Beq(Hol + b1(P.t) • 

(104) 

(105) 

where I hI I <<Ho and I bil «Beq(Ho). Denote quantities that are generated by hO and bo 
by subscripts 1. Then 

(106) 

(107) 
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A A A A 
where cjI is the unit vector in the azimuthal direction (cjI=zxp). Starting from Eqs. (92)-
(101), the resulting linearized equations inside the superconductor are, suppressing the 
space and time arguments p and t in EI, JI, hI, and bI, 

=0, 

where Pro is defined in Eq. (76), and 

Jco = [JcCBlIB=Beq!Hol ' 

p-Ia(pEI)/ap = -<:-Idbl/dt (GaussJan) 

= -dbl/dt , (mks) 

..ahI/iJp = (47t/C)JI (Gaussian) 

=JI, (mks) 

bi = hIldBeqlHl/dH1H=Ho ' 

= J.I(fIohI, (mks) 

where the dimensionless differential permeability ~o is defined in Eq. (77). 

When I Ell «ProJco, the critical state equation. 

ahl/Op = ±(47t/c)JeO (Gaussian) 

= ±.leO, (mks) 

(lOSa) 

(lOSb) 

(lOSc) 

(l09) 

(110a) 

(llOb) 

(111a) 

(l1lb) 

(l12) 

(113a) 

(ll3b) 

(lI4a) 

(114b) 

determines the critical-state profiles of HI and Bl versus p. Let us introduce Hb as the 

field step at the surface needed to push the critical state profile to the center of the 
speclmen. Then, according to Eq. (114), 

Hb = (47t/c)JcQa (Gaussian) (U5a) 

= JcQa . (mks) (115b) 

For example, if J co-105A/cm2 and a-0.1 mm, ~oHb - 0.1 T = 1 kG. Let us also 
introduce Lp as the depth of penetration of a critical-state proflle with an applied field 
step bo. Then, 

Lp = (c/47t)bo/JcO (Gaussian) 

= bo/JeO . (mks) 

(1I6a) 

(U6b) 

For example, if ~oho-O.l T = I kG and J co-105A/cm2, Lp-O.I mm. The critical-state 
profiles ofhI(P,t) versus p have a slightly different appearance depending upon whether 
bo<Hb (Lp<a) or ho>Hb (Lp>a). These are shown in Fig. 11a and b, respectively, as the 
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Fig. 11. Magnetic field profiles for bulk pinning. hl(P.t) versus p. for (a) ho<Hb (Lp<a) 
and (b) ho>Hb (Lp>a). The left side shows the cases for Ha decreaSing with time 
and the right side shows the cases for Ha Increasing. 

straight-line segments obeying the boundazy condition hl(p.t) = hocoscot. With the help 
ofEq. (113). we easily obtain bllp.t) and the volume average 

(117) 

Substitution of bl Into Eqs. (l3a) and (l3b) with n= I yields. after a tedious calculation of 

the Fourier Integrals. the complex permeability ii=~'+41". where 

~'/11Q = gl(x) 

~"/11Q = ~(x) . 

In contrast to Sees. n and III. here we have 

and 
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x = botH; = Lp/a • 

5 
gICxl = x(1- 16 xl. O~x~1 

2 .1 x fix2 2 7X 1&.2 
= l+i((-"2 +"2 - 32) 0 + (-3x + I-a +48) sinO 

x~1 

(118) 

(119) 

(120) 

(l21a) 

(l21b) 



where 

9(x) = 2s1n-1(x-l/2) , 

9(1) = 1t, 

9(00) = 0, 

4 1 1 
= 3x x (1- 2x)' 

(1 22a) 

(122b) 

(122c) 

OSxSI (123a) 

x~1 (123b) 

The functions gl and g2 are plotted as functions of x in Fig. 12. Note that g2 has its 
maximum, 

max 
~ = 2/31t = 0.21 , (124) 

at x=ho/H';=Lp/a=l. Note also that, in the limit of very weak pinning, H';~O, Lp~oo, 

x~, ~-K>, gl~I, such that ii~Jlo' 

0.5 ------------------ 10 

0.8 

0.6 

0.2 0.4 

0.1 --....;;::===----J 0.2 

2 3 4 

Fig. 12. Plots of the functions gl=Jl'/JlO (right scale) and g2=Jl"/1l0 (left scale) [see Eqs. 

(118)-(124)) versus x=ho/H';=Lp/a, as well as their ratio g2/g1 =Jl"/Jl' (left scale), 
for bulk-pinning hysteretic losses. 

Both Jl' and Il" [Eqs. (118) and (110)) depend strongly upon Ho via their dependence 
upon both Ilo and x=ho/H';=Lp/a, which, via Eq. (1l5) or (1l6), involves the dependence 

of J c upon HO. To illustrate the expected behavior of Il' and Il" upon HO, Figs. 13 and 14 
exhibit theoretically calculated values of Il' and Il", computed using the models of Eqs. 
(86)-(89) and the following model for J c, 

JcIB) = Jc!O)(l - B/Bc2l!(l + 3B/2Bc21 . (125) 

Thus, the HO dependence of x is determined by 

x=xo[Jc!O)/Jc!BlI, (126) 

where 
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Fig. 13. Theoretically calculated [Eqs. (118)-(127)) CUIVes of IJ.' versus Ho at various 
values of X() [Eq. (127)) for bulk-pinning hysteretic losses. 
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Fig. 14. Theoretically calculated [Eqs. (118)-(127)) CUIVes of IJ." versus Ho at various 
values of X() [Eq. (127)] for bulk-pinning hysteretic losses. 

198 



X() = cho/41rJdO)a (Gaussian) (127a) 

= ho/JdO)a. (mks) (127b) 

JdB) is given by Eq. (125) and B=Beq(Hol by Eq. (87). 

Experimental measurements of 11' and 11" in plastically deformed niobium were 
reported in Refs. 19 and 20. That the complex permeability was dominated by 
hysteretic effects, rather than eddy-current effects. was shown by the lack of any 
frequency dependence of 11' and 11". The experiments also revealed dependences of 11' and 
11" upon Ho and ho very similar to those predicted in FigS. 13 and 14. with structure at 
Ho=Hcl -and Hc2. 

According to Eqs. (25). (119). and (120). the enexgy loss per cycle per unit volume is 

2 Wv = (ltbo/4lt)li(,g2(x) (Gaussian) (128a) 

= (ltb~/I1ol~(X) • (mks) (128b) 

where x=ho/Hb=Lp/a. For fixed bo and ro. Wv is maximized when 

11"=I1Qg2 is maximized. Both I1Q and x depend upon HO. but. because the Ho dependence 
of 110 is slow except near Ho=Hcl. the maximum loss occurs when x=l. ho=Hb' or Lp=a. 

When x=ho/Hb=Lp/a<<l. it is appropriate to use the small-argument 
approximation. 

~(x) .. (4/3lt)x. x« 1. 

Then WA=Wy(a/2) is proportional to h~: 

WA = ch~0/24x2JcO (Gaussian) 

= 2h~0/3JcO. (mks) 

(129) 

(130a) 

(130b) 

Note that in this case the losses are confined to a narrow region of thickness Lp«a 
close to the surface. 

For the case of bulk ceramic high-temperature superconductors. there is an 
important complication arising from the granularity of these materials. As stressed in 
Ref. 21. rather than there being only one parameter. J c. describing hysteretic losses. 
there are two. These are Jcg. the intragranular critical current density (g = grain). and 
JcJ. the intergranular critical current density (J = Josephson). Since JcJ often is orders 
of magnitude smaller than Jcg. this leads to the well-known weak-link problem. which 
severely limits the transport Critical current denSities of bulk high-temperature 
superconductors. This problem can be aVOided only by dealing with single crystals or 
with materials in which the microstructure has been strongly textured. 

An elementary analysis of the hysteretic loss per cycle has been carried out in 
Ref. 22. which treats cylindrical samples of radius R containing grains modeled as 
cylinders of radius Rg. Analytic results are worked out under the assumption that the 
critical current denSities Jcg and JcJ can be taken to be slowly varying functions of B 
over the range of fields seen by the specimen during each cycle. Nevertheless. the 
expressions are very complicated. primarily because there are now two dimensionless 
parameters. Xg = ho/Hbg = Lpg/Rg for the intragranular behavior (characterized by J cg) 

199 



and XJ = hO/HW = LpJ/R for the intergranular behavior (characterized by JcJ). As the 
temperature is varied and the dc bias field HO is held fixed. granular materials 
sometimes exhibit two peaks21 •23 in tJ.". one near Tc given by the condition that Xg = 1. 
and one at lower temperatures given by the condition that XJ = 1. as can be understood 
from Fig. 12. 

A complete analysis of the ac susceptibility accounting for hysteretiC effects has 
been developed by K.-H. Muller and coworkers (Refs. 24-26). A description of much of 
this work is given by Muller elsewhere in this volume. 

V. SURFACE LOSSES IN TYPE-II SUPERCONDUCTORS 

In Secs. III and IV we considered situations in which the losses in a type-II 
superconductor were dominated by either eddy-current losses or bulk-pinning 
hysteretic losses. Also introduced in Sec. IV were the quantitites Hen(B) and Hex(B). the 
values of a parallel field at which. in the presence of a surface barrier. for a given value 
of B just inside the surface. the surface is unstable to entry and exit of vortices. 
respectively. For most of the results of Sec. IV. however. it was assumed that there was 
no barrier to vortex entry and exit and that Hen=Hex=Heq. In the present section. we 
consider the situation for which the measuring frequency is so low that eddy-current 
losses are negligible (Sro»a) and the bulk critical current density is so small that bulk­
pinning hysteretic losses are negligible (Lp»a). the only appreciable losses being due to 
energy dissipation at the surface as vortices cross the surface barrier. IS 

Consider a type-II superconducting cylinder of radius a in a parallel applied field. 

Ha(t) = Ho + hocosrot 

Ba(t) = Bo + bQCosrot . 

I 

Ho+ ho 

=Hen(Bl) I 

no 
vortices 
exit 

Heq(Bl) 
Hex (Bl) 

vortices I 

exit 

Heq(B2 
Ho-ho 

I 

=Hex(B2 

P_o--o f.-o-

Ho +ho 

=He~Bl) 

vortices 
enter 

Hen(B2) 

no 
vortice s 
enter 

Ho -ho 

=Hex(B2 

P 

(131) 

(132) 

Fig. 15. Magnetic field profiles with a surface barrier but no bulk pinning. H(p.t) versus 
p. for the applied field Ha(t) [Eq. (131)) decreasing (left side) and increasing 
(right side). 
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If Hex(B):5:Ha:5:Hen(B) or. equivalently. 2hO:5:Hen(B)-Hex(B) for a given flux densIty B 
inside the cylinder. no vortIces pass through the surface and no losses occur. For 
excursions of Ha not satisfying these conditions. vortices pass in and out through the 
surface during the cycle. and the magnetic field proffies are as sketched in Fig. 15. 
Suppose the applied field has just reached its maximum value Ho+ho. which has 
produced a flux density Bl and a magnetic field Heq(BI) inside the cylinder. Because 
vortices have been entering the specimen. the applied field must obey HO+hO=Hen(BI)' 
As the applied field decreases. no vortices come out of the specimen and B remains 
equal to Bl so long as Ha remains in the metastable range Hex(BI):5:Ha:5:Hen(Bl). As Ha 
decreases below the value Hex(Bl). vortices exit the specimen. maintaining an internal 
flux density B obeying Hex(B)=Ha. When Ha reaches its minimum value Ho--hO. (assume 
for simplicity. that ho<Ho). B reaches its minimum value B2. determined by 
Hex(B2)=Ho--ho. The corresponding magnetic field is Heq(B2). As the applied field 
increases. no vortices enter the specimen and B remains equal to B2 so long as Ha 
remains in the metastable range. Hex(B2):5:HaSHen(B2). As Ha increases above the value 
Hen(B2). vortices enter the specimen. maintaining an internal flux density B obeying 
Hen(B)=Ha. When Ha reaches its maximum value Ho+hO. B reaches its maximum value. 
determined by Hen(Bl)=Ho+ho. The corresponding magnetic field is Heq(BI). 

Let us COnsider B>O and define 

MIen(B) = Hen(B) - Heq(B) 

Mfex(B) = Heq(B) - Hex(B) 

(133) 

(134) 

(135) 

which set the scale for magnetic fields when a surface barrier is present. The 
calculation of the complex permeability taking into account the B dependence of Hen (B) 
and Hex(B) is quite complicated and requires numerical solutions. 18 To obtain the 
main qualitative features. however. it Is sufficient to linearize. 

Assume in Eqs. (131) and (132) that ho«Ho and bo«Bo. such that the internal 
response of the superconductor can be written as 

B = BeqIHol + bl • 

(136) 

(137) 

where I hI I «Ho and I bi I «Beq(Ho). We also assume. for SimpliCity. that to good 
approximation 

dHen/dB = dHexldB = dHeq/dB (138) 

for B near Beq(Ho). The characteristic field scale is set by 

(139) 

The resulting hysteresis loop of bl=bl versus ba=bocosrot is shown in Fig. 16. For 
ho:5:H:o' the specimen remains in the metastable state and no flux enters or leaves the 
specimen. 

Expressed as a function of time during the period 0:!>~21t. 

(140a) 

(140b) 
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Fig. 16. Hysteresis loop expected with linearization for a surface barrier but no bulk 
pinning: (1) hO=(3/2)H:O' (2) ho = 2H:o' and (3) ho=(5/2)H:o . Maximum 11" 

occurs when ho=2H:o: 11" is then the ratio of the crosshatched area to the area 

of the circle of radius bO=J1OhO. 

is obtained from 

OsrotS9, (I41a) 

(141bl 

(141c) 

(141d) 

where 

ha = hocosrot. (142) 

To assist in the calculation of the Fourier integrals, we have introduced an auxiliary 
phase angle 9, not to be confused with that used in Eq. (122a), via 

cos9= 1-2u 

Substitution into Eqs. (13a) and (I3b) yields 

11'/110 = Fl(U) = 1 - (9--sin9c0s9)/lt , 

11" /110 = F2(U) = (sin9)2/lt = (4u/lt)(I-u) , 
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(144) 

(145) 

(146) 



1.0 

0.8 

0.2 0.4 0.6 
u 

Fig. 17. Plots of the functions Fl=J1'/J10 and F2=J1"/J10 (See Eqs. (143)-{146)J versus 
u=~o/ho for surface-bamer hysteretic losses. 

which are plotted in Fig. 17. Note that F2 is maximized when 9=x/2. u=1/2, and 

ho=2H:o' The maximum value ofF2is 

max 
F 2 = F2(0.5) = l/x = 0.32 • (147) 

and the corresponding value of Fl is Fl(0.5)=0.50. In the limit H:o~O, u~, F2~, and 

Fl~l. 

From Fig. 16 it is easily seen that the area of the hysteresis loop is 

such that 

Ali = 4H:o(ho-H:oJllo (Gausslan) 

= 4H:o(ho-H:o)IlQll~ , (mks) 

(148a) 

(148b) 

(149) 

as found in Eq. (146). The energy loss per cycle per unit volume Wv can be obtained from 
Eqs. (25) and (146) or (149). 

VI. INTERPlAY OF THE VARIOUS LOSS MECHANISMS IN 
'IYPE-II SUPERCONDUCTORS 

In Secs. III-V we considered idealized Situations in which the low-frequency 
losses were dominated by just one of the three possible loss mechanisms (eddy-current. 
bulk-pinning. or surface-ptnntng losses). Summarized in Table I are the key results of 
the three analyses. 

From a theoretical point of view. it is unfortunate that the three loss 
contributions are not simply additive. There is a strong interaction among the three 
mechanisms which makes it extremely difficult to calculate the total losses in the not 
uncommon case when all three mechanisms are of comparable importance. As an 
example of how the mechanisms interact with each other. note that screening of the 
interior of the superconductor by eddy currents can reduce the amount of magnetic flux 
moving in and out of the specimen each cycle and hence reduce the energy dissipated via 
bulk pinning. S1mi1arly. surface screening currents accompanying a surface barrier 
can produce an analogous effect. 
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TABLE I. Summary of the key results for the three loss mechanism in type-IT 
superconductors. The symbols are defined in Sees. m-v. 

Eddy currents 
Loss mechanism (viscous drag, Bulk pinning Surface pinning 

flux flow) (surface barrier) 

Characteristic 8fOrtf HborLp H· s 
measure 

Maximum in ~"/~o 8r=O.56a ho=Hb ho=2H· 
versus Ho seen when ratf= 3.2 Lp=a 

Are~'and~" 
dependent upon 

Ho? Yes Yes Yes 

m? Yes No No 

ho? No Yes Yes 

At sufilc1ently low frequencies that eddy-current effects are negligible and only 
bulk-pinning and surface-pinning hysteretic losses remain, the interplay of the latter 
two mechanfsms can be treated on a common footing. As has been shown in Ref. 18, it 
is possible to account completely for all the effects of each mechanism upon the other 
and to identify how much of the total hysteretic losses is dissipated at interior bulk­
pinning sites and how much at the surface. On the other hand, it is a much more 
difficult problem to theoretically describe the interaction of eddy-current losses and 
hysteretic losses, and a complete theory of how to separate these two contributions 
remains to be developed. 

~I. NO~SUPERCONDUCTINGCOMPOSITES 

For reasons of thermal, electrical, and mechanical stability, the high-current 
wires or cables used in large-scale applications of superconductMty generally involve 
normal-superconducting composites. A wire typically contains thousands of long, 
superconducting filaments, with diameters of the order of 1 ~, imbedded in a matrix 
of normal metal. When the wire is subjected to time-varying currents and magnetic 
fields, a large fraction of the ac losses is due to the Joule losses from currents induced in 
the normal matrix. Accordingly, much attention has been given to the development of 
composite wire designs that minimize these matrix losses. Twisting the wire, for 
example, is very effective in reducing the matrix losses of a wire in a time-varying 
transverse magnetic field. An extensive literature exists regarding the ac matrix losses 
in normal-superconducting composites, Refs. 27-49 representing only a fraction ofthe 
papers published on this topiC. In this paper, I do not attempt to critically review the 
field but merely present a few of the principal findings, reexpressed in terms of the 
theoretical framework established in Sec. IT. 

A. CompOSite in a Time-Varying Parallel Applied Magnetic Field 

Consider first a long, normal-superconducting composite wire of radius a placed 
in a sinusoidally time-varying parallel magnetic field. The matrix loss mechanism of 
interest is the Joule loss from induced currents flowing through the normal matrix, 
perpendicular to the superconducting filaments. Carr27,28 has shown that it is 
convenient to analyze these losses by performing local averages of the fields and 
currents over linear distances characterized by the spacing between filaments. This 

204 



results In the equation, 

-+ -+ -1-+ 
J =O"~B=p.L E, (150) 

for the corresponding Induced macroscopic current denSity. Here, p ~ is the effective 
continuum transverse resistivtty,27,28 which is expressible in terms of the normal 
matrix reSistivity Pm and superconducting volume fraction a as follows. In the case of 
no contact resistance between the normal and superconductlng components, the 
currents flow as much as possible through the superconductor and 

(l-a) 
P~ = Pm (I+a) <Pm· (151) 

On the other hand, In the case of high contact resistance between the components, the 
currents flow In such a way as to avoid entering the superconductor and 

(1+cx) 
P~ = Pm (I-a) >Pm· (152) 

Carr also derived an equation Similar to Eq. (150) relating the macroscopic 
-+ -+ 

magnetic induction B and magnetic field H, which are parallel to the filaments In this 
example, 

-+ -+ 
B = '1IH (Gaussian) (153a) 

-+ 
= '11~' (mks) (153b) 

Here, 1111 is the effective permeability, where (Ilm~1 in the normal matrix) 1l1l~I, if the 
filaments are fully penetrated by magnetic flux, or Illl~ I-a, if the filaments screen out 
the applied field. 

The basic equations needed for the calculation of the ac matrix losses are then 
essentially Eqs. (26)-(31) given in Sec. II for a normal metal, except that Eq. (26) is 
replaced by Eq. (150) and Eq. (29) by Eq. (153). Thus, the results of Sec. II can be applied 
here but with the replacements 

Pn -)P~ 

11-) '11 

On -)DII 

Bn -)/)11 

'tn -)'tll 

where 

DII = Pllc2/ 411Jlj1 

=PII/'1I~ , 

(Gaussian) 

(mks) 

(154) 

(155) 

(156) 

(157) 

(158) 

(159a) 

(159b) 

/)11= (2DII /ro)I/2, and 'til = a2/2D II · The resulting ac loss per cycle per unit volume is then 
[Eqs. (25) and (65)] 
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(l60a) 

(l60b) 

where f2 is defined In Eq. (59) and plotted In Fig. 1. and 

(161) 

Note that. for fixed boo Wv has its maximum when x=2.5. 

B. Composite in a Tlme-Varying Perpendicular Applied Magnetic Field 

Consider next a nonnal-superconducting composite wire of radius a and length 
2L. placed in a sinusoidally time-varying perpendicular magnetic field. as sketched in 
Fig. 18a. Assuming that the filaments remain fully superconducting. we see that the 
electric field component parallel to the filaments must vanish and that the electric 
field vector must always be perpendicular to the filaments. Accordingly. currents In the 
normal matr1x are perpendicular to the filaments [see Fig. 18bl. Currents through the 
superconductor flow along the filaments as supercurrents (Without generating a 
parallel electric field) provided the current does not exceed the critical depinning 
current for transverse vortex motion across the filament. Magnetic flux penetrates to 
the middle of the specimen only by diffusing In from the ends of the specimen through 
the nonnal matr1x [Fig. 18bl. According to the anisotropic continuum model of 
Carr.27.28 the macroscopic current density is 

(162) 

~ ~ 

Here. J II is the average current density. flowing as supercurrents (EII=O) provided 
JII<aJc. where Jc is the critical current density for the superconducting filaments and a 

~ 

is the superconductlng volume fraction; J J" is the transverse current density obeying 

Ho (1) [@ (a) 

-- magnetic fl ux 
diffusion 

I f I 
: 

Ho (t) Q 

: 
(h) 

~~~!I· 
I' 2"L '/ 

Fig. 18. Untwisted nonnal-superconducting composite wire of length 2L in a tlme­
varying perpendicular applied magnetic field. increasing In the vertical 
direction (arrows): (a) Side view. showing Internal superconducting filamen.ts. 
(h) Top view. with arrows inside the wire showing directions of supercurrents 
flowing along the filaments and normal (coupling) currents flowing 
perpendicular to the filaments through the nonnal matr1x. Arrows outside 
the wire show the direction of magnetic flux diffusion through the nonnal 
matr1x from the ends toward the middle of the wire. 
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-+ -+ -1-+ 
J 1. = C11.E1. = P1. E1.. (163) 

where P1.is defined InEqs. (151) and (152). 
-+ -+ 

According to Carr.27.28 the relation between Band H In this geometry is 

-+ -+ 
B = Ill. H (Gausslan) (164a) 

-+ 
= 11 J.IloH • (mks) (164b) 

where 111.",1. if the filaments are fully penetrated by magnetic flux. or 

Ill. '" (1- aJ/(l + aJ < 1. (165) 

if the filaments screen out the applied field. 

The basic equations needed for the calculation of the ac matrix losses are then 
essentially Eqs. (26)-(31) given in Sec. II for a normal metal. except that Eq. (26) is 
replaced by Eq. (163) and Eq. (29) by Eq. (164). Thus. some of the results of Sec. II can be 
applied here. but with the replacements 

Pn~P1. (166) 

11~111. (167) 

On ~D1. (168) 

Sn~a1.. (169) 

where 

D 1. = P 1. c2 1 47tJ11. (Gaussian) (l70a) 

= P 1./ 11 J.Ilo (mks) (l70b) 

and 1)1. =(2D 1. 1 CiI) 1/2. Because of the difference In geometry. however. the characteristic 
magnetic flux diffusion time is 

(171) 

which Involves the length 2L. rather than the diameter 2a. 

On the basis of our previous examination of eddy-current losses. we expect the ac 
loss per cycle per unit volume to be given by an expression of the form 

(172a) 

(172b) 

where 

(173) 

and f21. is a dimensionless function similar to f2 [Eq. (59) and Fig. 1). That is. we expect 
Wv to reach its maximum at a frequency such that x-I. Such a behavior Indeed has 
been observed experimentally by KwaSnitza.50 
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C. Twisted Composite In a Time-Varying Perpendicular Applied Magnetic Field 

Consider finally a long normal-superconducttng composite wire of radius a and 
twist pitch It. placed In a sinusoidally time-varying perpendicular magnetic field. as 
sketched in Fig. 19. A complex pattern of currents and fields is generated In the twisted 
geometry under time-varying conditions.48 Because the helical superconducting 
filaments are then electrodynamically coupled and Induced currents flow from one 
filament to another through the normal matrix. the corresponding losses are usually 
referred to as coupling losses. rather than eddy-current losses. The most important 
aspects of the behavior of a twisted composite are revealed by consideration of just a 
single pair of helical filaments. shown In Fig. 19. Comparison of Fig. 19 with Fig. 18 
reveals that the electrodynamic behavior of a twisted segment of length It/2 is very 
Similar to that of an untwisted composite of length 21.=lt/2. Indeed. according to 
Carr.27.28 the basiC equations are then essentially Eqs. (26)-(31) except with the 
replacements of Eqs. (166)-(170). The appropriate characteristic diffusion time. 
however. is the time 

'tt = (1t/ 4)2 /2D 1- . (174) 

which is simply Eq. (171) with 2L replaced by It/2. 

Thus. on the basis of our previous examination of eddy-current losses. we expect 
the ac loss per cycle per unit volume to be given by an expression of the form 

(I75a) 

(I75b) 

where 

(176) 

and f2t(X) is a dimensionless function similar to f2 [Eq. (59) and Fig. 1). That is. we 
expect Wy to reach its maximum at a frequency such that x-I. Such a behavior has been 
found experimentally by Kwasnitza.37 who observed exactly this scaling law behavior 
with a maximum Wy occurring when (assuming 111-=1) x= 1.6. 

Ha (t) 

(a) 

..(t 

Ha (t) 0 

(h) 

r-- 2L--/ 

Fig. 19. Twisted normal-superconductlng composite wire of twist pitch It In a time­
varying perpendicular applied magnetic field. increasing In the vertical 
direction (arrows). Only a segment of length It and only two of the many 
helical superconducting filaments are shown. Light arrows Inside the wire 
show the directions of Induced supercurrents flowing along the fUaments and 
normal (coupling) currents flowing perpendicular to the filaments through the 
normal matrix. (a) Side view. (h) Top view. Heavy arrows show the direction 
of magnetic flux diffusion through the normal matrix from the crossover 
regions. where flux is generated. toward the middle of a loop of length It/2. 
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VIII. SUMMARY 

In this paper, I have discussed the physicS of low-frequency ac losses in type-II 
superconductors and in mult1filamentary superconducting-normal composite 
conductors. In type-II superconductors, there are two basic loss mechanisms: Eddy­
current (viscOUS, jlux-jlDwJ losses (Sec. III), for which the loss per unit volume per cycle 
Wv is frequency dependent, are important in ideal type-II superconductors and in 
nOnideal type-II superconductors at high frequencies; hysteretic losses (Sees. IV and V), 
for which Wv is independent of frequency, are important in nonideal type-II 
superconductors at low frequency. The hysteretiC losses may be further subdMded into 
bulk-pinning (Sec. IV) and surjace-ctnntng losses (Sec. V), the bulk-pinning losses 
including bulk annihilation losses l from the annihilation of vortices of the opposite 
sense and the surface-pinning losses including the effects of a surface barrier. II. 18 A 
complete theory for the interaction of eddy-current and hysteretic losses (Sec. VI) 
remains to be developed. An additional complication occurs in bulk, ceramic high­
temperature superconductors. Because they are granular, they have at least two distinct 
current densities:21 an intragranular Jcg and an intergranular JcJ. In normal­
superconducting multifilamentary composites, another loss mechanism becomes 
important: coupling losses (Sec. VII), which can be thought of as being very similar to 
noxmal eddy-current losses (Sec. II) but in a highly anisotropic medium. 

A few simple concepts help to unify the broad field of ac losses in superconductors 
(Sec. I): The loss per cycle per unit volumeWV is proportional [Eq. (7)) to the area of the 
hysteresis loop AH [Eq. (2311. For a given amplitude of the ac magnetic field, both Wv 
and AH are proportional [Eq. (25)) to ~", the imaginary part of the dimensionless 

complex pexmeability ii=~'+~" [Eq. (17)]. In all the cases considered where a single loss 
mechanism is dominant, ~" can be expressed as 

(177) 

where ~eff is an appropriate dimensionless effective permeability, f2(X) is a 
dimensionless function of x which has its maximum when x-I, and x is an appropriate 
dimensionless ratio. Table II gives a summary of the appropriate dimensionless ratios 
x, aside from numerical constants of order unity, for the situations considered in this 
paper. 

TABLE II. Summary of the appropriate dimensionless ratios x, aside from numerical 
constants of order unity, for the Situations considered in this paper. 

Situation x Eq. 

Eddy currents in normal metal a/Sn (59) 

Eddy currents (flux flow, viscous drag) in a/fJr (84) 

type-II superconductors 

Bulk pinning hoIHb=Lp/a (120) 

Surface pinning H*sO/ho (144) 

Composite in parallel field a/~1 (161) 

CompOSite in perpendicular field L/8.L (173) 

Twisted composite in perpendicular field 1tI8.L (176) 
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EARLY THEORIES OF X' AND X" OF SUPERCONDUCTORS 
THE CONTROVERSIAL ASPECTS 

A.F. KHODER and H. COUACH 

ABSTRACT 

Centre d'Etudes Nucleaires de Grenoble 
DRFHC - SPSHS - Laboratoire de Cryophysique 
85 X - 38041 GRENOBLE CEDEX FRANCE 

The transition from the normal to the superconducting state is 
characterized by the disappearance of the electrical resistance of a 
superconductor below its transition temperature, Tc(H), which, as 
indicated, is a function of magnetic field and the appearance of the 
Meissner effect i.e. the expulsion of any magnetic field (below some 
critical value) out of the bulk of the superconductor. This Meissner 
effect is considered as the hallmark of bulk superconductivity while a 
drop of the resistance can, at best, serve only as an indication of a 
superconducting phase transition. 

The shielding of ac magnetic field is frequently misinterpreted as a 
Meissner effect which results in an overestimation of the superconducting 
volume fraction in investigated samples. On the other hand, questions are 
raised about the physical interpretation of the complex ac susceptibility 
(Xac = X' + iX") behavior around Te , mainly the significance of the X" 
peak(s) ; is this the expected behavior of a normal conductor with sudden 
increase of the conductivity or it is more tightly linked with the normal 
to superconducting phase transition. 

In this paper, we will review the different interpretations and 
discuss the controversial aspects of the Xac behavior around Te' 

A. INTRODUCTION 

The ac susceptibility technique is now becoming one of the most 
common "tools" used in the search for and the study of high Te 
superconductors. It offers a rapid identification of (possible) Te's in 
multiphase material and allows the investigation of other macroscopic 
properties of superconductors such as 

H(T) irreversibility lines [1], critical current densities [2, 3] 
intergranular as well intragranular contributions [4, 5, 6], etc ... 
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The aim of this paper is to review the controversial aspects related 
to the zero field Xac(T) interpretations and the physical conclusions 
which can be drawn from e.g. the peaks in X"(T) vs T behavioir at T ~ Tc 
(7). From here on the fact that X is a function of T will not be 
explicitly shown. 
It is largerly accepted that X'ac is equivalent to the zero field cooling 
(ZFC) dc magnetization measurement of superconductors giving the 
shielding (exclusion) aspect of the problem in constrast to the 
expulsion, or Meissner effect, obtained by field cooling the samples 
(FC). 

The shielding may originate from the (perfect) conductivity of the 
sample as well from the Meissner effect and can not be used, as such, as 
an indication of bulk superconductivity nor as a quantitative measurement 
of the volume fraction of this (bulk) superconductivity. 

Complete shielding may also originate from a thin superconducting 
sheath on the sample surface and/or from the development of 
superconducting multifilamentary structure [8, 9) above Te of the bulk 
which results in an effective increase of the conductivity <0> of the 
medium leading to a dissipation peak X~eak and a high shielding level. 
Wall and domain boundaries can also be suspected of being particularly 
effective regions for superconductivity nucleation (10) resulting in the 
enhancement of <0> and the appareance of shielding. Thus, the use of Xac 
to detect and characterize bulk superconductivity is matter of passionate 
debate and the conflicting interpretations appear to suffer the same 
prejudice (7). 

Before going further, we should separate the actual problem into two 
main aspects 

1. Whether or not Xac reflects bulk superconductivity? 
The length scale is fixed by A, the magnetic field penetration 
depth. 

2. If a positive answer is given to (1), the next step is whether or 
not Xac can be used to make a quantitative estimate of the bulk 
superconducting volume fraction ? 

The paper is organised as follows we first recall the main 
experimental facts related to Xac behavior, the models are treated in a 
next section and expressions of Xac are given for the different simple 
sample geometries. The shielding by a (very) thin superconducting layer 
(D < A) is shown to be impossible unless unrealistic conditions are 
fulfilled. 

B. THE EXPERIMENTAL FACTS 

At low frequency low amplitude ac magnetic field Hac = Ho e-ioot , we 
can summarize the experimental behavior of the real (X') and imaginary 
(X") components of Xac upon decreasing the temperature through Te as 
follows 

1. X' drops to a negative 
X' = - l/(l-D) where D 
shielding) . 

value in a monotonic way which is given by 
is the demagnetizing factor (complete 

2. Simultaneously with the X' decrease, X" generally shows a bell shape 
dependence on the temperature. The occurence of the X" peak is 
missed in some cases [7, 8, 9). This fact is, among others, 
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responsible of the controversy about the physical meaning of the 
X" peak (bulk or non-bulk superconductivity). 

3. The temperature of the X" peak, Tp ' is frequency and field amplitude 
dependent: Tp increases with frequency while it decreases with 
an increase in the amplitude of the ac measuring field, 1Hac I. 

4. The onset temperature 
much less sensitive to 
apart from experimental 
independent. 

Ton of the X' decrease (or X" increase) is 
frequency and field amplitude than is Tp' and 
errors, Ton can be considered as f and 1Hac 1 

5. The X" peak level does not seem to scale with the X~ level in the 

superconducting state (X" peak/I~I N ex) although ex '" 0.2 - 0.4 in 
most cases. Moreover, in many cases, the X" peak level shows a 
dependence on 1Hac I. 

6. Harmonic generation at the transition region. 

These experimental facts are well established in the case of 
homogeneous samples but the stituation becomes more complicated when 
multiphase superconducting samples are investigated and/or different 
large scale coherent phase transitions are present i.e. the strong 
(intragranular) and weak (intergranular) superconductivity of the high Tc 
ceramics [4, 5, 6]. In such cases, the behavior of X'(T) is still 
monotonic with inflections and "plateau", while the X"(T) behavior 
becomes very complex ; many peaks can be resolved (or missed) and in such 
situations great care should be paid to shape and geometrical aspects 
[11] as well as to Hac amplitude effects. 
The X" peak level deserves close attention. Although this level is a 
function of the sample's shape, we will subsequently show that it can be 
used to help separate screening effects from bulk superconducting 
properties. 

c. THE MODELS 

The zero field ac susceptibility has been interpreted by several 
models [8, 12, 13, 14, 15]. We will start with models based on the normal 
metal behavior where the decreasing of the resistivity p to a null value 
over a temperature range ~T around Tc results in the (un)usual behavior 
of X' and X". 

1. The Maxwell-Strongin filamentary model [8. 91 

Maxwell and Strongin argued that the X" peak is due to the 
development of superconductivity as a filamentary network (Mendelssohn 
sponge !) or thin flakes so as to increase the average conductivity <u> 
while at the same time permitting the magnetic field to penetrate. A 
homogeneous growing of the superconducting phase will not allow such 
penetration of the magnetic field and thus the dissipation peak can not 
develop. The X" peak is, thus, the hallmark of filamentary 
superconductivity and it develops, as for normal metals, because of the 
increasing of the electrical conductivity with decreasing temperatures ; 
a more detailed discussion of this behavior will be presented in section 
C.3. In a footnote Maxwell and Strongin claim [8], that the London two 
fluid model also results in a X" peak at Tc when A is still comparable to 
the sample size but this too has been shown to be incorrect [15] and will 
be discussed later. 
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2. The Eddy current model [121 

Another 
Miller [12) 
based on the 
[16). 

interpretation of the X' -X" behavior was given by Cody and 
on the basis of the eddy current model. This model is also 
theory of normal metal shielding of quasi-static fields 

As this theory is a linear response one, it is obvious that the 
Tp(Hac) dependence and harmonic generation can not be accounted for 
within this approach. To explain the harmonic generation, Cody and Miller 
[12) invoke a supplementary hypothesis : "the resistivity that occurs in 
the Eddy current equations is clearly nonlinear". This suggestion is very 
important as it includes an element which is related to the 
superconducting phase. 

3. Back to the Xac behavior of normal metal : few simple cases 

Before going further, it will be helpful to reproduce the results of 
the electrodynamic theory of normal metal in terms of their 
polarisability or ac susceptibility [16). 

The theory is based on the following equations 

rot H = J (1) 

rot E = - c3B/c3t (2) 

and div B' = 0 (3) 

The equation g1v1ng the average local magnetic field H within the 
conductor can be obtained if the appropriate equations governing the 
magnetic (B = ~ H) and transport (J = aE) properties are introduced 

c3H 
a­

c3t 
(4) 

which is a diffusion like equation for H with the diffusion constant 
being 

- 1 
D = (~ a) 

where p is the resistivity. 

= 
p 

(5) 
~ 

If we take for H the time dependance H(r,t) = H(r) e-iwt we obtain: 

6H(r) + K2 H(r) = 0 (6) 

i ro ~ 2i 
where K2 = --- = - with l) = ~2p / ~ ro being the normal skin depth 

p l)2 

(in pratical units where p is given in n.cm, l) ~ 5000 ~p/f). 

Depending on the geometrical aspects of the problem, which determine 
the boundary conditions for H, many cases can be considered and we will 
only give the final (text book) [16] expressions of the Xac 
susceptibility for the simplest geometrical forms. 
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a. Case of spherical sample (radius a) 

Xac = - ~ [1 - _3_ + _3_ ctg K a] = X' + iX" 
2 K2 a2 K a 

(7) 

This expression can be separated into the real and imaginary parts : 

and 

9 02 
x· = 

4 a2 

for oja ;;;. 1 

X· ~ 

for oja -< 1 

X' ~ 

The X" peak occurs for 

[- 1 

4 

105 

3 0 sinh (2ajo) 

2 a cosh (2ajo) 

a sinh (2ajo) 
+-

o cosh (2ajo) 

~r and X" 

3 
[1 - T ~l and 

2 

- sin 

- cos 
(2ajo) 1 
(2ajo) 

+ sin (2ajo) 1 
- cos (2ajo) 

1 ~r 5 

9 0 
X" 

4 a 

ajo :::: 2.4 and its height is :::: 0.54. 

(8) 

(9) 

(10) 

(11) 

Figure 1 shows the X' and X· behavior as function of ajo. One should 
remark that for low shielding (ajo < 1) the Xac modulus is represented by 
the dissipation component X". 

b. Case of cylindrical sample (radius = a) in longitudinal 
configuration (Hac ~ to the cylinder axis) 

2 J, (Ka) 
Xa c = - 1 + - --­

Ka J o (Ka) 

where In(Z) are Bessel functions. 

X"0.5 

o. 0 1--='--~--'--'--'..L.1..1"""'----'==----i 

-0.5 

X·_ I•O 

-1.5 

0.1 

Fig. 1 X' and X" as function of ajo for a spherical sample 

(12) 
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In this case, analytical separation of the real and imaginary parts 
of Xac is not possible. Fortunately the function F(Z) = 2 J, (Z)/Z Jo(Z) 
can be written as continued fractions of the form [17] 

1 1/4 Z2/1.2 1/4 Z2/2.3 
F(Z) = 1=" 1 - 1 -

which is reducible to 

1 
F(Z) = 

Q, 
with 

1/4 Z2/n (n+l) 
Qn = 1 - ....;...--:...-.:....-;... 

Qn+' 

(l3) 

(14) 

Numerical solution converges rapidly for each Z2 value by an 
adequate choice of n ~ 1 with the trial function Qn+' = 1. 

For o/a ~ 1 we get 
1 4 1 

X' :::: - - (a/o) and X" :::: - (a/o)2 
12 4 

and 

for o/a « 1 we get 

X' ::::- (1 - ;) and X" :::: o/a 

The X" peak occurs for a/o :::: 1.8 and its height is 0.38. 

c. Case of cylindrical sample (radius = a) in transverse 
configuration (Hac ~ to the cylinder axis) 

(15) 

(16) 

In this case, the ac susceptibility is enhanced by a factor of 2 
relatively to the above case Xac~ = 2 Xac~ . 

d. Case of slab geometry (Hac ~ to the slab surface) 
of thickness = 2a 

1 
Xac = - 1 + - tg Ka 

Ka 

Giving 
0 sinh (2a/o) + sin (2a/o) 

X' .= - 1 +-
2a cosh (2a/o) + cos (2a/o) 

and 
0 sinh (2a/o) - sin (2a/o) 

X" = 2a cosh (2a/o) + cos (2a/o) 

For o/a ~ 1 

and 
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8 
X' :::: - - a4/&4 and 

15 

(17) 

(18) 

(19) 

(20) 



for ola -( 1 

x' ::: - 1 + 
2a 

and XU ::: 0/2a (21) 

The XU peak occurs for alo ::: 1.12 and its height is 0.42. 

In all the cases, the X" peak develops as a compromise between the 
increasing of the local absorbed power density (- 1/2 aE2 - 1/2 p J2) and 
the decreasing of the field penetration depth into the material. In other 
words, the available effective volume of the material where dissipation 
is ohvsicallv possible decreases (the skin depth limits the field 
extension into the material). Although this statement is a simplification 
of the actual behavior of Xu, the notion of the available effective 
volume should be kept in mind when analysing the XU behavior, specially 
the peak level. By way of constrast, it is the apparent geometrical 
volume which is more important for the X' level reached in full shielding 
cases. It is remarkable that in all these cases at low shielding 
(a/o -( 1) , while the X' level can be hardly observable, the XU level 
(- fTX'T) can be used as a direct measurement of p 

XU - flp 

At strong ,shieldinp X' and XU fulfill the following relationship 
X' - XU = Xo where Xo is the level of X' for perfect shielding (0 = 0). 

These remarkable behaviors of X' and XU for low and high shielding 
levels should help in the verification of the experimental techniques and 
procedures. 

As an 
and its 
temperature, 

.... 
en 
,..., 

-4" , 
0 .... 
~ :.: 

illustration, figure 2 shows the normal state (T > Te) XU (T) 
frequency dependence around the martensitic transition 

Tm, of a V3Si crystal. The slope discontinuity at Tm 

4.0 

V3Si 
X" 

./ 
f = 1.2 Hz ./ = 31 Oe 10.0 

3.5 / 
0.0 r/,· 

f 0 5 

3.0 

2.5 

16 18 20 22 24 26 28 30 

T (X) 

Fig. 2 The XU anomaly at Tm, the martensitic transi.tion temperature 
for V3Si crystal which correlates with resistivity, anomaly 
[18,19J. The inset shows the XU-f linear relationship. 
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Fig. 3 The residual X' scales with the dc susceptibility as measured 
by SQUID susceptometer [20) in the region of the martensitic 

phase transition temperature of a V3Si crystal. 

reflects similar behavior of the resistivity [18, 19) and one should also 
note the linear dependence of the X" level on frequency [inset). 
The X' level which should be associated with the X" level is negligible 
and the residual frequency independant signal is due to the paramagnetic 
susceptibility. A comparison with Xdc measured by SQUID susceptometer 
[20) is given in figure 3. 

The a/& values at which X" peaks occur as well as the levels of 
X" peak, the X~ values for complete shielding and the X" peak/x~ ratios' 
for the examples discussed above are summarized in table 1. No standard 
solutions exist for other geometries and the demagnetizing effects can 
not be limited to the enhancement of the ~ level. 

Table 1 

Sphere cylinder Cylinder Slab .v H 
radius = a radius = a radius = a thickness 

H .v axis H .I. axis -D = 2 a 

(a/5) peak 2.4 1.8 1.8 1.12 

X" peak 0.54 0.38 0.76 0.42 
, 

(5 0) - l. 5 - 1 - 2 - 1 Xo = 

X" peak / Ix~ I 0.36 0.38 0.38 0.42 
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4. B.C.S. based intrepretation [151 

The physical meaning of the X" peaks has been raised again by one of 
the authors [15] on the basis of the B.C.S. theory. In this theory 
coherence effects play a major role in the determination of the 
electrical conductivity components (u = u1 + iuz) both of which should be 
considered in the solution of the field distribution into a 
superconductor. In the quasi-static limit, the imaginary part Uz is 
simply related to the penetration length A by the relationship [18] 
~ u2 W - 1/A2 and if we neglect the real component, the equation giving 
H(r) within the superconductor reduces to a well known one : 

1 
llH - - H = 0 (22) 

A2 

No dissipation can result form such a situation and X" == O. As we have 
discussed, Maxwell and Strongin [8] suggested that a two fluid expression 
of u would result in a very narrow, experimentally unobservable, X" peak. 
This suggestion, as was shown in an earlier work [15], is incorrect. In 
fact, in a two fluid model u can be expressed by 

where 
Un 1 = (1 - X) un < un 

X being the relative number of condensed electrons (X = I~ I) and Uz is 
related to A as given before. 

In the field equation 

llH + K2 H = 0 (24) 

KZ is now given by 

K2 1 
= i w~ u n1 

A2 
(a) 

or 

K2 2 i 1 
= ----

&~1 A2 
(b) 

with 

&~1 
2 

> &~ = 
~ W u n1 

(c) 

Analytical expressions for the Xac components are the same as >in the 
case of a normal conductor with the new expression for K2. In this case, 
it is easy to show that X", when A becomes finite, decreases from its 
normal state value and there is no possibility at T < Te of having X" 
develop a peak. This expected and obvious result can be checked by 
developing any of the X" expression for IKal <Ii: 1 e.g. for cylindrical 
sample this gives [15] 

(25) 

(26) 

221 



The X" value is decrased by the effects of A and 0n'(> on). 

On the other hand, an increase of X" will result if we consider 0", 
given by B.C.S. where, due to coherence effects, 0", increases over its 
normal state level below Te : 

= 2 r E2 + t:i (- af) dE 
6 E2 - ti aE 

(27) 

The divergence of the B.C.S. density of state at E = ~ results in a 
divergence of 0"" but many reasons can be invoked to prevent this 
divergence. 

Tinkham [21] has also shown that at low frequencies (~~~) the 
behavior of 0", and 0"2 are related. Based on the validity of the 
Kramers-Kronig relationships and taking into account the behavior of 
these conductivities at high frequencies (~> ~~, he found that 
if 0", = A6(w) , then 0"2 = - 2 A/nw. This results in l/A = 2 ~ A/n. 
The behavior of 0", and 0"2 is reflected by A and again A emerges as the 
relevant length scale for the behavior of X" which will go through a 
maximum close to Te as A -+ A(O) ~ a. This maximum occurs because X" is 
given by the same analytical expressions as for the normal conductor but 
with a different expression of the "wave vector" K. It is obvious that no 
X" peak should be expected if the experimental conditions are such that 
this peak has already occured in the normal state. This B.C.S. based 
approach can not explain the dependence of the X" peak temperature, Tp ' 
on IHacl since the BCS theory is a linear response one. But again, as was 
suggested by Cody and Miller [12], there is the aspect of the critical 
current density (depairing current) which should be taken into account. 
When the X" peak occurs, the current density J ~ Hac/a is typically of 
the order of 10 A/cm2 for Hac ~ 1 Gauss and a ~ 1 rom this density could 
be much higher than the intrinsic critical current density close to Tc. 
This also explain non-linearity which results in harmonic generation. 

To conclude, the B.C.S. based approach to X', X" behavior needs the 
incorporation of another property of the superconducting state (the 
existence of critical or depairing current density) to explain the non 
linear aspects of the Xac behavior. Formally, the difference between 
thge BCS approach and the eddy-current one lies in the expression of the 
wave vector K. In the normal state : 

KZ 2i 
= 

0 2 
n 

(28) 

and in the superconducting state 

K2 
2i 1 

= 
02 A2 

1 

(29) 

The residual skin depth 0 , plays the role of on while the presence of A 
serves to enhance the decrease in the available effective volume ; a 
quantity which otherwise is determined by 6n (or 6, ). A result of the 
B.C.S. based model is that X" values are always less than those expected 
for a normal metal (where 0 , = on). In other words, the X" peak level 
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observed at the superconducting phase transition should be smaller than 
that which would develop due to simply increasing an of the normal metal. 
This has been proved in the case of low screening and it is easy to show 
its validity in the high screening situation. The Xac limit in the case 
of cylindrical sample is given by : 

2i 
Xac == - 1 + 

Ka 

and 

can be developed to give 

K == ex + if3 

1 
with f3 = n/o 1 and ex = ---- where n = n (Al' °1 ) > 1. 

n °1 

The imaginary part X" is given by : 

X" 

since 

This gives 

2/n °1 = x --
1 

n 2 -- + 
n 2 

2/n 
---< 1 
1 __ + n 2 

n 2 

X" < 61/a 

a 

(30) 

(31) 

(32) 

(33) 

(34) 

0l/a is the expected level of X" in the normal state when on = 01 
(A -!> 00) . 

So, the X" peak level, for a given geometry, is reduced from its 
value expected on the basis of the eddy current model due to A. The exact 
value reached by X" peak will depend on the (a1 , 0"2) or (°1 , A) 
relationship which can vary from one superconducting compound to another. 
We will discuss further the X" peak level dependence on the Hac amplitude 
and on the frequency which is observed in many cases. 

5. Other models [13, 141 

Other phenomenological models have been proposed to interpret the 
X', X" behavior at the superconducting phase transition of quasi-one 
dimensional superconductors such as polysulfur Nitride (5N)x [13J, 
transition metal chalcogenides Nb3X4 [22J, and an artificially prepared 
multiconnected Josephson network [14J. 

223 



In the weakly coupled filamentary superconductors model of Oda and 
al [13], the shielding current flows accross Josephson junctions to form 
a current loop which expands as the temperature decreases. Expressing the 
mutual inductance of the coil system as M - M' - iM", their model 
yields : 

(35) 

M" = + ALR (wL) / [R 2 + (WL)2] (36) 

where Land R are respectively the self-inductance and resistance of an 
equivalent loop. 

M" has a maximum (= AL/2) at R = wL and M' = M~ for the complete 

shielding (R = 0) has the value - AL, thus M" peak/~ = 0.5 and M" is 
symmetric in the M" vs M' representation. 

Another model, the multiconnected Josephson network model proposed 
by Ishida and Mazaki [14], explains the X' and X" behavior as well as 
harmonic generation by performing a Fourier analysis of the induced 
magnetization m(t) which can be deduced from the experimentally observed 
e.m. f. signal e(t). The "expected" m(t) wave form is jusitifed on the 
basis of an equivalent superconducting loop which involves weak links as 
in the Oda and al model [13]. 

The two models, a1thought the second one [14] is actually a presentation 
of "mode1ized" experimental data, provide a good basis for the 
understanding of X' vs X" behavior due to the (weak) intergranu1ar 
coupling in the high Tc superconductors. 

D. CAN A THIN SUPERCONDUCTING SURFACE LAYER (THICKNESS ~ A) SIMULATE 
(IN PART) THE DIAMAGNETIC SUSCEPTIBILITY OF A BULK SUPERCONDUCTOR ? 

This question has been given a positive answer by Kittel at al. [23] 
in a recent paper thus supporting the commonly held reservations about 
the utility of Xac data. 

The example of an insulating cylindrical sample of radius R covered 
with a thin layer of thickness D (~R) of superconducting material 
(D ~ A) considered by Kittel et al [23] has also been treated by 
De Gennes [24] and the solution which correspond to thermodynamic 
equilibrium is such that hi N he (hi the internal field and he the 
applied field). In this case the number of fluxoids are allowed to adjust 
to reach this equilibrium state. In the case, treated by Kittel et al. 
[23], the field hi is given by [24] 

2 he A IPf 
+-- (37) 

R sinh D/A 

where IPf is the contribution due to the fluxoids whose number is 
maintened constant. 

Neglecting IPf/~2 and considering D/A ~ I we get 

(38) 
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which is the result of Kittel et al [23] and hi ~ ho (substantial 
screening) if 

2 A2 
D»--=A 

R 

2 A 
R 

(39) 

Obviously there is the possibility of satisfying this last 
inequality and having, simultaneously, D ~ A as was argued by Kittel et 
al. If now we return to the screening current density in this situation 
we have 

ho ho 
J = - .... D-- ~ D ~ -N-A-(-2A-I-R-) (40) 

where N » 1. 

The intrinsic limitation of J is given by 

(type II superconductor) (41) 

Thus 

hO HC1 
----~--~< --- or 
NA (2A/R) A 

(42) 

if we take N ~ 10 - 100 and AIR N 10- 5 this gives a limitation for the 
applied field amplitude 

Although, Kittel el al [23] suggest that this problem of the current 
densitycan be avoided by working with low enough field amplitude Iho I, 
the limitation placed on Ihol is rather stringent. Since HC1 is 
temperature dependent, variations in Ihol will yield apparent transition 
temperatures which are very sensitive to Iho I. For example, if the 

superconducting layer has a Hc1 (T-0) ~ 103 G then a measuring field of 
lhol = 1 G could depress the apparent transition temperture to 
temperatures as low as 0 K. Clearly, even for very high Te , the Ix' I will 
be a function of T and Ihol. 

In the other case, where the system is allowed to reach thermodynamic 
equilibrium (adjustable phase) the internal field hi = ho and the 
cylindrical superconducting thin layer will behave electrodynamically as 
a thin slab with very low, if any, screening, when D ~ A. 

e~ le~N ~r· ~ where e~ and e~ are the in-phase signals for the layer 
respectively in the slab and the cylindrical geometries. 

E. THE X" PEAK LEVEL, ITS FIELD AMPLITUDE DEPENDENCE 
AND THE SHIELDING EFFECTS 

We have seen that, within an eddy current interpretation, the 
X" (peak)/Ix~ I ratio is a function of the sample shape. However, this 
ratio is decreased by the effect of A which is an important factor in 
reducing the available effective volume for dissipation to occur. Other 
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factors can limit this 
X" peak/ IX~ 1 ratio such 
inclusions in a matrix of 

physical volume and thus reduce further the 
as voids and normal inclusions, superconducting 
highest Te , intergranular shielding, etc ... 

In high Tc ceramics a second dissipative peak in X"(T), just below Teo' 
is frequently observed to evolve with increasing 1Hac I. This peak is 
referred to as the intragranular loss peak [25,26] and shifts to lower 
temperatures accompanied by an increase in magnitude, i.e. X;ntra(peak) 
increases with increasing values of IHacl. A natural explanation of this 
behavior is taht with increasing values of 1Hac 1 the intergranular 
shielding breaks down when the induced currents required to shield out 
Hac exceed the critical currents of the intergranular weak links ; 
consequently, the field can now penetrate into the bulk of the sample and 
currents induced in the grains per se contribute to the dissipation. In 
such cases, the saturated X" peak level becomes meaningful and the 
problem is not to prove the bulk nature of the superconductivity (the 
existence of inter granular contribution is an a posteriori proof) but to 
make quantitative estimation of the superconducting volume percentage. In 
the present example, increasing the field amplitude is similar to 
grinding the sample without introducing uncontrolable mechanical 
modifications. So, an anomalously low X" peak level along with a high 
shielding, i.e. X' level, should be considered as the first indication of 
a reduced effective superconducting volume (we presume that signals are 
normalised to the apparent geometrical volume). Depending on the physical 
situation, the actual superconducting volume can be studied by 
eliminating the suspected elements responsible for the shielding. 

F. EXPECTED BEHAVIOR OF Xac IN THE CASE OF TYPE-I SUPERCONDUCTOR 

Type-I superconductors are characterized by a Ginzburg-Landau 
parameter K = A /~ lower than unity « 1/f2) i.e. in the region of the 
magnetic field penetration, the order parameter amplitude is strongly 
reduced. The role of A in limiting the available effective volume is much 
more important than the residual depth 01 and in spite of the strong 
shielding a X" peak can hardly be expected at the limit of a very low 
field amplitude. However, in reality, samples posses a non sero 
demagnetization factor which gives rise in type I superconductors to an 
intermediate state; a state which exists over a small temperature range 
~T below Tco which is a function of 1Hacl. The intermediate state 
consists of a mixture of normal and superconducting regions of 
macroscopic size known as "domains". The dynamics of such domains can 
result in a X" dissipation peak as in the case of type-II superconductors 
in the mixed state [27, 28]. The X" peak temperature (Tp) should be, in 
this case, strongly dependent upon the frequency and magnitude of the ac 
measuring field and the X" peak level should approach the expected values 
from the eddy-current model (see table 1). 

This explanation of the X" peak origin in type-I superconductors as 
being due to intermediate state dynamics, induced when, for a fraction of 
the ac cycle, 1Hac 1 exceed the thermodynamical critical magnetic field, 
Hc(T) can also be advanced in the case of type II superconductors in the 
mixed state. In this case, one is concerned with 1Hac 1 exceeding Hc1 (T) 
rather than Hc(T). This is certainly the case in most situations where 
(~Hac)S > ~o where S is the sample or grain cross section and/or in a 
region near Tc where He1 (T) < 1Hac I. 

In such cases, vortices nucleate and move within the sample in a 
reversible or irreversible way. This scenario of X', X" behavior based on 
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the possibility of drawing the material to the intermediate state 
(type-I) or to the mixed state (type-II) assumes naturally the bulk 
nature of the superconducting phase transition. It should be complemented 
by further investigation of X' Hand X"H under dc magnetic field, but this 
is another important domain. 

CONCLUSION 

We have discussed the X' and X" behavior of superconducting 
materials at T < Te and have shown that the normal metal electrodynamic 
approach, although being a fundamental basic approach, should be 
generalised to incorporate the specific aspects of the superconducting 
state. This introduces a new expression for the wave vector of the ac 
field within the material. 

The occurence of a peak in X" is associated with the notion of the 
available effective volume where dissipation can physically occur in 
constrast to the shielding component X' for which only the apparent 
geometrical volume is relevant. 

The magnitude of the peak in X" and its dependence on the ac field 
amplitude are important for estimating the volume percentage of 
superconductivity and, thus, should be investigated carefully. 
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High-temperature superconductors produced by sintering consist of anisotropic grains. 
The grains are separated by grain boundaries which act as Josephson weak-links. The response 
of such a granular superconductor to a weak magnetic field is determined by the diamagnetic 
response of the superconducting grains and the pinning of Josephson vortices which form along 
grain boundaries, producing an intergranular field. For strong magnetic fields Abrikosov-like 
vortices form inside grains and generate an intragranular field. 

In this paper I apply the concept of the critical state to both the intergranular and 
intragranular magnetic fields. The dependence of the intergranular pinning force density on 
the local field is estimated and a critical state model formulated. The resulting flux dynamics 
is compared with experimental data. It is shown that measurements of the time-derivative of 
the total flux which threads a sample when an ac field is applied agree well with the model 
prediction. Intergranular and intragranular ac losses and ac susceptibilities are calculated. 
The effect of intergranular flux creep is incorporated into the critical state model and explains 
the observed frequency dependence of the ac susceptibility. Finally the ac susceptibility of a 
two-phase granular superconductor is modelled. 

JOSEPHSON NETWORK 

High-temperature ceramic superconductors produced by sintering consist of supercon­
ducting grains with a diameter of typically lOJ-Lm. Because of the small coherence length of 
these materials, €(T=O) ~ 1 nm, the grain boundaries act as Josephson junctions which are 
interconnected and form a complicated Josephson (or weak-link) network1• For an applied 
magnetic field less than the Josephson lower critical field, Hc1J, the current induced along the 
outer surface region of the network is strong enough to restrict field penetration to a depth 
AJ, the Josephson penetration depth, and the bulk of the granular superconductor is in the 
Meissner-state, i.e. the magnetic induction inside the superconductor is zero if the sample size 
is much greater than AJ. For a regular array of Josephson junctions with cubic grains of side 
length 2Rg and AJ > > Rg one obtains2 

AJ(T) = ( ~o) )1/2 and Hell = 4 ~2 In(2AJ/Rg) 
41rRgJo T J-LoJ-Leff 1rJ-Lo JJ-Leff 

(1) 

Here ~o = 2.07 X 10-15 Vs is the flux quantum, J-Lo = 1.256x 10-6 VsA -lm-l is the magnetic 
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constant, Jo the junction critical current density and l-'eJ J the effective permeability2 resulting 
from the diamagnetic superconducting grains. For example, if Jo = 10 Acm-2, Rg = 21-'m 
and l-'eJJ = 0.5 one obtains AJ = 37 I-'m and HelJ = 10-2 De. A simple expression for l-'eJJ 
was derived by Clem2 where in order to avoid the complication of demagnetizing factors the 
granular structure of the superconductor was approximated by cylindrical grains of radius Rg 
aligned along the z-direction parallel to the applied field (see fig. 1). In this case one obtains 

(2) 

where In is the volume fraction of non-superconducting material (grain boundaries, non­
superconducting phases and voids), I. is the volume fraction of superconducting material 
(fs = 1 - In) and F is the fractional deviation of a grain from the complete Meissner-state 
due to London-type flux penetration where >.g is the London penetration depth of grains (ne­
glecting anisotropy effects). The fractional deviation, F(Rg, >.g), of a cylindrical grain from 
the complete Meissner-state is2 

(3) 

where 10 and II are modified Bessel functions of the first kind. 

z 2d 

J-y 

Fig. 1. Piece of slab of thickness 2d. The superconducting grains are approximated by 
cylinders of radius Rg , aligned along the z-direction parallel to the applied field, Ha. 

INTERGRANULAR CRITICAL STATE 

When the applied magnetic field, Ha, exceeds HelJ it becomes energetically favourable 
for the Josephson currents to form vortices along grain boundaries. The penetration depth 
of the magnetic field into the Josephson network depends on how efficiently the Josephson 
vortices are pinned. The pinning sites are grain boundary intersection points or voids and 
precipitates between grains. The microscopic magnetic field which results from these vortices 
can be used to define a macroscopic intergranular magnetic field, HJ(X), by averaging spa­
tially over a sufficiently large number of vortices at position x. Similar to Abrikosov vortices 
in conventional superconductors, the magnetic field profile HJ(x) can be determined by a crit­
ical state equation3,4,5. The critical state model assumes that locally everywhere inside the 
superconductor the Lorentz force density, FLJ, is equal to the maximum pinning force density, 
FpJ. The Lorentz force density is given by 
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(4) 

where J:J(x) is the macroscopic intergranular critical current density and BJ(x) the macro­
scopic intergranular magnetic induction. Using Maxwell's equation 

J:J = curl HJ , (5) 

and setting FLJ = FpJ one obtains the intergranular critical state equation 

(6) 

Equation (5) takes a simple form if one considers a superconducting sample in the shape of a 
large slab or a long cylinder and applies the external magnetic field parallel to the slab or the 
cylinder axis (z-direction). One obtains from eq.(6) 

1 dHJ(x) 1= FPJ 
dx IBJ(x) 1 

(7) 

where x is the coordinate perpendicular to the slab or the radial coordinate of a cylinder. HJ 

inter­
granular 
pinning 
site 

Fig. 2. Intergranular flux line pinning sites in an idealized regular array of Josephson jUllctions 
between cubic grains, representing a granular superconductor. 

and BJ are the magnetic field and magnetic induction in z-direction. For 1 HJ 1»HclJ the 
magnetic induction BJ can be approximated by 

(8) 

INTERGRANULAR FLUX PINNING 

Lobb et al.6 have shown that the depth of the pinning potential, U, of an isolated 
Josephson vortex in a regular two-dimensional array of square-like grains is proportional to 
the coupling strength, EJ = 'l!oh /27r, where /J is the Josephson critical current across a 
grain boundary. The pinning sites are positioned at grain boundary intersection points as 
indicated in fig. 2 and the range of the potential is Rg • One can speculate that in the case 
of magnetically overlapping Josephson vortices, the Josephson current becomes suppressed by 
the average intergranular magnetic field, H J( x), produced by all the other vortices and that h 
{aries with H J in the form of a Fraunhofer diffraction pattern as for a single, isolated junction. 
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Because the grains in a real material vary strongly in size, the averaged Josephson current no 
longer possesses pronounced dips like the Fraunhofer pattern but has the form of an envelope 
function 

(9) 

Here, IOJ is the maximum Josephson current across a junction and Jl.oHo = if!o/AJ, where AJ 
is the field penetrated junction area, AJ = 2>.g2Rg. The average intergranular pinning force 
density, FpJ, is given by 

F - U(T,HJ) (10) 
PJ - RgVb ' 

where Vb is the volume which contains one pinning site with an attached flux line. Assuming 
the intergranular flux line correlation length is Rg, one finds for BJ < if!0/4R~ that Vb = 
2Rgif!0/ 1 BJ I. Expressing the depth ofthe intergranular pinning potential, U, in terms of the 
Josephson junction current, i.e. U = f3EJ = if!oh/21r, and using eq.(9), one obtains 

(11) 

The temperature dependence of FpJ is determined by the dependence ofthe maximum Joseph­
son current IOJ and Ho on temperature. The factor f3 (f3 < 1) in eq.(l1) takes into account 
effects of inhomogeneities of junction coupling strenghts and irregularities in a realistic Joseph­
son network1. Substituting Jl.eJJJl.oHJ for BJ in eq.(l1) results in a pinning force density which 
is independent of the local magnetic field if HJ » Ho. Using eq.(l1) the critical state equa.­
tion, i.e. eq.(7), becomes 

(12) 

where Jo = f3IOJ / 41r R~. A critical state equation as in eq.(12) was used by Kim et al.9 in a 
phenomenological approach to describe the magnetic properties of certain conventional type 
II superconductors. Equation (12) does not account for the mutual vortex repulsion at higher 
fields which makes it difficult for vortices to use optimally the existing pinning sites. This will 
cause a further depression of FpJ with HJ which has been neglected in this investigation. 

INTERGRANULAR FLUX DYNAMICS 

Solutions of eq.(12) for an applied ac magnetic field, Ha(t) = Hac cos wt, parallel to 
a cylinder (or slab) are given in the appendix AI. The plotted solutions in fig. 3 show the 
intergranular field profiles during the first half of the a.c cycle where Josephson vortices move 
out of the material. Here, R is the radius of the cylinder. The figure illustrates that the 
most essential feature of the critical state is irreversibility, where the magnetic field inside the 
sample lags behind the applied field in a complicated manner. 

The time-derivative dif!/dt ofthe total flux iIi which threads a sample can be determined 
by measuring the induced voltage, Vind, from a pick-up coil wound tightly around a cylindrical 
sample. One obtains 

dif! 
Vind = -NT! ' (13) 

where N is the number of turns of the pick-up coil and 

(14) 

or, using eq.(8) 

(15) 

Contributions to diIi/dt from regions where 1 HJ 1< Hc1J and for which the critical state is 
not defined can be neglected as long as Hac » Hc1J. Analytical expressions for Vind using 
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Fig. 3. Typical intergranular magnetic .field profile HJ(x)/ Hj inside a cylinder during the 
first half of an ac cycle (k=O, ... lO). The penetrating field, JIj, is defined hy Eq.(24). 

the magnetic field profiles of appendix Al are given in appendix A2. Similar results can be 
obtained for a large slab of thickness 2d. In this case one has 

eli '" JteffJto J:d HJ(x) dx . (16) 

Figures 4 and 5 show the experimental and calculated results10 at 77 K for a 50 mm 
long Y-Ba-Cu-O ceramic cylinder of radius R = 1.65 mm. The pick-up coil is wound directly 
on the sample and consists of 50 turns of 25 I'm diameter wire. A 130 Hz ac magnetic field 
with variable amplitude generated by a solenoid is applied parallel to the axis of the sample. 
Good agreement between experiment and theory is found as long as the applied field is less 
than about 60 Oe. The data of fig. 5b cannot be fitted using the above model because for 
stronger applied fields flux penetrates into the grains where Abrikosov-like vortices are formed. 
The movement of these vortices significantly modifies deli / dt. Equation (12) can also be solved 
when an additional dc field, Ha.c, is applied 

Ha(t) = Hac cos wt + Hdc . (17) 

Solutions for H J( x) are given in appendix A3. For the calculation of deli / dt the expressions 
for HJ(x) of appendix A3 are used. The analytical expressions for deli/dt are similar to the 
ones given in appendix A2. Figure 6 shows the calculated resultsll which agree well with 
experimental data (not shown). As can be seen, an additional dc field breaks the Vind(t) = 
-Vind(t + r/w) symmetry because for Hdc:/; 0 one has HJ(t) :/;-HJ(t + r/w). To determine 
the spectral components, C( n) = 20 log(Vn/Vd, the Fourier components of Vind are calculated 
numerically by evaluating integrals of the form 

(18) 

A comparison can be made with the experimental result obtained from a spectrum analyser. 
Figure 7 shows an example of measured spectral components up to n=50 and fig. 8 displays 
the corresponding computation. Good agreement is found up to the highest harmonics shown. 
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Fig. 7. Spectral components, C(n), up to n =: 50, for a Y-Ba.-Cu-O ceramic long cylinder at 
77 K driven by an ac magnetic field of amplitude 38.5 Oe at 130 Hz in the presence of a small 
dc field of 0.4 Oe (PoHdc =: 4 X 10-5 T ). 
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Fig. 8. Calculated spectral components, reproducing the experimental data of fig. 7. Here, 
JoPoHo = 116TAm-2 and PoHo = 10-5 T. 
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Fig. 9. Measured and calculated second, fourth and sixth harmonics as a function of the 
applied dc magnetic field, Hde. 

Several harmonics were analysed as a function of the applied dc field, Hde' As shown in fig. 9 
the experimental data and the calculated result agree welll2 . 

INTRAGRANULAR CRITICAL STATE 

For HJ(x) > Helg , where Helg is the lower critical field of grains (neglecting anisotropy) 
Abrikosov-like vortices enter the grains. Because of an intrinsic pinning mechanism and pinning 
at twin boundaries and other defects, a critical state model can also be used to describe the 
magnetic field distribution inside grains. The intragranular magnetic field distribution H 9 (r, x) 
inside a cylindrical grain with radial coordinate r located at a position x inside the sample is 
described by the critical state equation 

1 dHg(r,x) 1= Fpg(Bg) 
dr 1 Bg(r, x) 1 

(19) 

with boundary condition 
(20) 

AC LOSS 

The at loss, W, is the energy dissipated in the superconductor per unit volume per cycle 
and is given by (see Clem, J. this volume) 

W = - f E(Ha)dHo. , (21) 

where ","indicates integration over Ha for a full at cycle and 11 is the total magnetic induction 
(intergranular and intragranular contributions) spatially averaged over the cross-sectional area 
of the sample. The integral in eq.(21) represents the area of the E(Ha) hysteresis loop. For a 
slab one obtains 

-B 1'.//1'0 ld H ( ) d (1 - 1'.11 )1'0 ld fRg H ( ) d d = 2d -d J x x + R~d -d 10 9 r, x r r x (22) 
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where the first term is the intergranular contribution and the second the intragranular one. In 
the limit of an applied field, Ha , close to He2g (upper critical field of grains) eq.(22) must result 
in 11 = ll-oHa which substantiates the factor (1- ll-eJJ) in front of the second term of eq.(22). 
Much experimental data is reasonably well described by assuming for the intragranular pinning 
force density 

Fpg ~ JegBg 

with Jeg independent of Bg (Bean modeI3 ). 

(23) 

Figure 10 compares experimental and calculated intergranular and intragranular ac losses 
as a function of the ac amplitude, ll-oHae, ranging from 10-4 Tesla to 10 Teslal3• The intra­
granular critical state equation was solved by using the approximation Bg = ll-oHg, which 
makes the result for the intragranular part reliable only for Hae » Helg . The penetrating 
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Fig. 10. Intergranular and intragranular ac losses of ceranlic Gd-Ba-Cu-O as a. fuction of Hae 
at 4.2 K. The experimental data is taken from Xu et al.14 

field Hj in fig. 10 is the applied magnetic field for which the intergranular field distribution 
just reaches the centre of the sample and H; is the applied field (applied to a grain) for which 
the intragranular profile just reaches the centre of a grain. From eq.(12) one finds 

Hj = -Ho + (H; + 2RJoHo)I/2 (24) 

and from Eqs. (19) and (23) 
H; = RgJcg . (25) 

The intergranular ac loss strongly depends on an additional dc field. A dc magnetic field causes 
the hysteresis loop to become asymmetric and the loop area to decrease. This is because the 
gradient I dHJ/dx I decreases when HJ increases, diminishing the irreversibility of 11(Ha). 
Figure 11 shows the experimental ac loss data as a function of the additional dc field, Hdc, for 
different magnetic field amplitudes, Hac. Figure 12 shows the calculated result which agrees 
well with the experimental data15• 
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Fig. 12. Calculated intergranular ac 
loss versus the applied dc field, Hdc/ Hj, 
for different ac amplitudes, Hac/ Hj. 

The ac loss, W, is related to the imaginary part of the ac susceptibility, X~, by the simple 
expression 

1/ W 
Xl =---2 . 

7rlloHac 
(26) 

The subscript 1 refers to the fundamental of the ac susceptibility. In general, Xn and X~ with 
n=1,2,3 ... are defined by decomposing 11 into its Fourier components 

00 

11 = lloHac ~)(X~ + DIn) cos(nwt) + X: sin(nwt) 1 (27) 
n=I 

Here, DIn = 1 if n = 1 and zero otherwise. Equation (26) can be verified by inserting eq.(27) 
into eq.(21) 'and using dHa = -wHacsin(wt)dt. From eq.(27) one obtains for the susceptibilities 
X' and X" (neglecting the subscript 1) 

w 127f
'

w
-X' = -1 + -- B(t) cos(wt) dt 

7rlloHac 0 

(28) 

and 

w 127f
'
w X" = --H- B(t) sin(wt) dt . 

7rllo ac 0 
(29) 

B(t) depends on Hac, Hdc, In, R, Rg, Ag(T), Jo(T) and Jcg{T). The expressions used are 
Ag(T) = ).g(0)(1 - (T/Tc)4)-I/2, Jo(T) = Jo(0)(1 - T/Te)2, corresponding to SNS type of 
junctions and Jcg(T) = Jcg(0)(1 - T /Tc). 11 consists of an intergranular and an intragranular 
contribution,11 = BJ + 11g , (see eq.(22» and therefore the susceptibility has an intergranular 
and an intragranular part. 

238 



(30) 

and 
x"=x1+x~. (31) 

Figure 13 shows the experimental ac susceptibility of a typical ceramic Y-Ba-Cu-O sample as 
a function of temperature for different Hac at zero dc magnetic field. Figure 14 displays the 
calculated results which are obtained by solving the eqs.(12) and (19) with the appropriate 
boundary conditions evaluating 11 from eq.(22) and finally determining X' and X" numerically 
from eqs.(28) and (29). The model parameters used are discussed in ref. 17. The calculated 
positions of the intergranular and intragranular peaks, at temperatures T;' and T#" depend 
on Jo(T) and Jcg(T) as illustrated in fig. 15. 

The x}peak occurs at a temperature T;' at which Hac ~ Hj(T;'). The electrically 
measured critical current density is equal to the spatially averaged critical current density 
< JcJ >. For a slab one finds 

Hj(T) 
< JcJ(T) >= -d- . (32) 

It is important to notice that this equation was derived by using curl jjJ = JcJ and no explicit 
form of any critical state equation was employed. This means that eq.(32) holds for the Bean, 
Kim or any other critical state model. For a long cylindrical sample one findsll ,18 

J (T) _ ~ Hj(T) 
< cJ >- y'3 R (33) 

Because of Eqs.(32) and (33), fig. 15 can be viewed as a plot of < JcJ(T) > and < Jcg(T) >. 

Effect of Intergranular Flux Creep 

The position of the x1-peak at T;' shifts slightly to lower temperatures with increasing 
frequency of the applied ac magnetic field. In the following it is shown that incorporating the 
effects of flux creep into the critical state model can explain the observed frequency dependence 
of the ac susceptibility19,2o. Using the Anderson flux creep model4 and equating the Lorentz 
force density, FLJ, to the maximum pinning force density, FpJ, one obtains 

kT . Vh U(T,HJ) 
FpJ = -Vi arcsmh[- exp k 1, 

brp 2vo T 
(34) 

where U(T, HJ) is the average pinning potential, rp the potential range which is equal to Rg , 

Vo the attempt frequency for hopping and Vh is the "minimal-observable" flux-line hopping 
rate of Josephson vortices. In the case that U(T,HJ) » kT only the forward hopping term 
of the flux creep model is essential and one finds 

(35) 

Because Vh < < Vo the second term in eq.(35) is negative and FpJ is negative between T* and 
Tc. T* is defined by U(T*,HJ) = -kT In(vh/vo). Equation (35) is invalid for T ~ T* as well 
as for temperatures slightly below T*. In this temperature range the less transparent eq.(34) 
has to be used. From eqs.(10) and (11) one obtains for the intergranular pinning potential 

wh(~rc Uo(T) has the form 
U(T,HJ) = Uo(T) I HJ~o+Ho 

Uo(T) = Uo(O)(1 - T /Tc)" 

(36) 

(37) 

with Uo = f3EJ(T = 0) where EJ is the Josephson coupling strength defined above. For SIS 
grain boundary junctions a = 1 and for SNS-type junctions a = 2. 

For a pinning force density, FPJ, in the form of eq.(34), the critical state equation is 
extremely difficult to solve. If for T > T* the quantity Ho is greater than Hac (Hac is usually 
quite small for Tj close to Tc) one can substitute kT by kT(Hac/V2+Ho)/(1 HJ I +Ho) and 
one obtains an expression for .To which can be used in eq.(12) 
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Fig. 15. Intergranular and intragranular x"·peak temperatures T;' and Tg, as a function of 
Hac for different values of Jo(O)JtoHo(O) where Ho(O) == 1O-5T. (1) Jo(O)l-'oHo(O) == 6.05 X 
103 TAm-2 , (2) 7.24 X 102 TAm-2, (3) 3.5 X 103 TAm-2 , (4) 1.21 X 104 TAm-2• Parameters 
for (1 ') and (2') are discussed in ref. 17. The solid points are experimental data from ref. 16. 

J _Hac/vf2+Ho kT . h[~ U(T,H,.c/vf2)j 
0- Ho 2~oR~ arcsin 2vo exp kT . (38) 

It is important to notice that the above Jo is independent of the local magnetic field HJ and 
the critical state profiles are those given in the appendix Al and A3. An reasonable estimate 
for Vo is 109 s-l (see ref. 20). The "minimal· observable" hopping rate, Vh, is the inverse of 
the measuring time if the applied magnetic field is a dc field. When an ac field is applied to a 
cylinder of radius R one obtains2o 

(39) 

Figure 16 shows the experimental susceptibility as a function of temperature for a Bi· 
(Pb ).Sr·Ca·Cu·O ceramic sample at different amplitudes and frequencies. Figure 17 shows the 
calculated result. The parameters are discussed in ref. 22. It is important to notice that x~ 
is almost zero between T* and Te where flux creep causes reversible behaviour. Because the 
pinning potential decreases with increasing field, the temperature T* shifts to lower tempera· 
ture with increasing amplitude. NC' reversible regime is seen in fig. 14 where the calculation 
does not consider the effect of flux creep. Figure 18 shows the effective pinning force density, 
OtJ == Jol-'oHo used in the calculation of fig. 17. The effective pinning force density becomes 
negligibly small above T* which causes the reversible magnetic flux behaviour. 

AC Susceptibility in Two·Phase Samples 

The ac susceptibility has been modelled for a two· phase Bi·(Pb )·Sr·Ca·Cu·O sample 
where the 10w·Tc phase has a transition temperature Tel and the high·Te phase a transition 
temperature Te2. A two-phase material consists of two intertwined Josephson networks where 
one network is composed of Josephson junctions between grains of the 10w·Te phase and the 
other network of Josephson junctions of the high·Te phase. If the two networks are only 
coarsly intertwined i.e. large regions exist which contain only one grain type, one can neglect 
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sample from ref. 21. 

0.5.----...----,----,---...,.---,----., 

80 85 90 95 100 105 110 

Temperature (K) 

Fig. 17. Calculated susceptibility X' and X" versus temperature for ceramic Bi(Pb )SrCaCuO. 
The parameters used are given in ref. 22. 
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Fig. 18. Intergranular effective pinning force density, OIJ = JolLoHo, used to calculate the 
susceptibility in fig. 17, as a function of temperature. 

the coupling between the two networks. In this case the average intergranular pinning potential 
for Tel ~ T ~ Tc2 is 

( 40) 

and for 0 ~ T ~ Tel 

( 41) 

where f.1 and f.2 are the volume fractions of the low-Te and high-Te phases, respectively, and 
U1 and U2 are the corresponding pinning potentials (see eq.(36)) 

; i = 1,2 (42) 

Here, 
.po 

Hoi = 1/2 ; i = 1,2 , 
4ILoAi(T)Rg(1 - fv ) 

(43) 

where fv is the volume fraction of voids and non-superconducting material and Ai the London 
penetration depths of the two different types of grains 

(44) 

Assuming SNS-type junctions one has 

(45) 

For the effective permeability one obtains for Tel ~ T ~ Te2 

(46) 

and for 0 ~ T ~ Tel 

( 47) 

Figure 19 shows the experimental data of X'(T) and X"(T) for a Bi-(Pb )-Sr-Ca-Cu-O sample23 . 

The transition temperatures are Tel::::: 65 K and Te2 = 107 K. Figure 20 shows the calculated 
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Fig. 20. Calculated susceptibility vers·us temperature for a two-phase sample. The parameters 
are fv = 0.6, fsi = 0.3, f.2 = 0.1, Rg = 4 J.Lm, d = 1 mm, w/27r = 10 kHz, UOI(O) = 200 eV 
and U02(0) = 0.35 eV. 

susceptibility which agrees well with the experimental data of fig. 19. A reversible region 
below Tc2 exists which is about 15 K wide. 

CONCLUSIONS 

The concept of an intergranular and intragranular critical state is well suited to describe 
in detail the observed magnetic response of polycrystalline high-temperature superconductors. 
The intergranular flux line pinning mechanism suggests a Kim-like critical state model. The 
magnetic behaviour of grains is reasonably well described by a simple Bean critical state 
model. Because the intergranular shielding current decreases strongly with increasing field, 
even harmonics appear in the ac magnetic response when a dc magnetic field is present. 
Susceptibility measurements as a function of temperature and ac field amplitude allow the 
determination of parameters which characterise a granular superconductor. These parameters 
are the volume fraction of the non-superconducting material, the pinning force density and 
the illtergranular critical current density. The weak frequency dependence of the magnetic 
response in a weak applied field can be attributed to intergranular flux creep. Flux creep causes 
the appearance of a temperature regime just below Tc, where the magnetic flux behaviour is 
reversible. The temperature below which irreversibility occurs does not coincide with the 
temperature at which XII peaks. The critical state model concept can be extended to describe 
multiphase samples. 
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APPENDIX Al 

The critical state equation (Le. eq.(12)) for the boundary condition HJ(R) = Ha = Hac cos(wt) 
is solved by variable separation and subsequent intergration 

J,H.. lR (I HJ 1 +Ho)dHJ = ±JoHo dx' 
HJ(x) x 

(ALl) 

In the case of a slab, R has to be replaced by d. 
One obtains for HJ > 0 

HJ(x) = -Ho + [H~ + H; + 2HoHa ± 2HoJo(R - x)j1/2 , (A1.2) 

where the - sign corresponds to vortices moving into the sample and the + sign to vortices 
moving out of the sample. 
One obtains for HJ ~ 0 

HJ(x) = Ho - [H~ + H; - 2HoHa ± 2HoJo(R - x)j1/2 , (A1.3) 

where the + sign is for antivortices (negative HJ) moving out of the sample and the - sign 
for anti vortices moving into the sample. 
With these four different solutions (eqs.(A1.2) and (A1.3)) the critical state profile inside a 
long cylinder (or slab) can be constructed. 

When Hac ~ Hj, where Hj is the penetrating field one obtains for the first quarter of the ac 
cycle (0 ~ wt ~ 7r /2) (corresponding to k = 0 to 5 in fig. 3) : 

and 

where 

and 

HJ(x) = -Ho + [H~ + H; + 2HoHa + 2HoJo(R - x)j1/2 for Xl ~ X ~ R , (AI.4) 

HJ(x) = -Ho + [H~ + H;c + 2HoHac - 2HoJo(R - x)j1/2 for Xo ~ X ~ Xl (A1.5) 

(A1.6) 

(A1.7) 

(A1.8) 

(See fig. 3 for definitions of Xo and Xl.) 
For the second quarter of the ac cycle one finds : 

and 

where 

and 

HJ(x) = Ho - [H~ + H; - 2HoHa - 2HoJo(R - x)]1/2 for X3 ~ X ~ R, (A1.9) 

HJ(x) = -Ho + [H~ - H; + 2HoIIa + 2IfoJo(2R - xW/2 for X2 ~ X ~ X3 , (A1.10) 
HJ(x) = -Ho + [H~ + H;c + 2HoHac - 2HoJo(R - x)]1/2 for Xo ~ X ~ X2 , (A1.11) 

(A1.12) 

(A1.13) 

R H; - 2HoHa (A 1.14). 
X3 = - 2HoJo 

(See fig. 3 for definitions of X2 and X3.) The second half of the ac cycle (7r /2 ~ wt ~ 7r) is 
obtained from the symmetry relation HJ(x,t) = -HJ(x,t-7r/w). 

For Hac> Hj the value of Xo is always negative whereas XI, X2 and X3 can be negative. The 
above equations for H J ( x) are still valid in this case for positive x. 
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APPENDIX A2 

Analytical expressions for the change of the total flux with time (dib/dt = ~) for a long 
cylinder. 

As an example ~ is calculated for H .. c ~ 2.5 Hj (see eq.(24)) in which case Xo and X2 are 
negative. 

(i) For 0 ~ wt ~ wtt, where t1 is determined by 

Xl = 0 = R - [H~c(l - cos2wt1) + 2HoH .. c(1 - cos wt1)]/4HoJo 

one obtains via eq.(15) 

. d lR / ~ = fJ.efffJ.021r-d (-Ho + [H~ + H: + 2HoH .. + 2HoJo(R - x)p 2) X dx 
t Xl 

or 

(A2.1) 

(A2.2) 

(A2.3) 

H~Jo {H .. (Ha + Ho)2 - «Ho + Ho.? + 2HoJo(R - xt}?/2«Ho. + Ho)Ho. - HoJoxt)}] 

(ii) For Wt1 ~ wt ~ 11' /2 one obtains 

. d [R 2 2 1/2 
ib = fJ.efJJ1021r dt 10 (-Ho + [Ho + H .. + 2HoHo. + 2HoJo(R - x)] ) x dx (A2.4) 

or 
. 211'· 2 2 1/2 . ib = J1eJfJ1o HoJo [-Ha(Ho + Ho.) + «Ho + H .. ) + 2HoJoR) (H .. + Ho)Ha] (A2.5) 

(iii) For 11'/2 ~ wt ~ Wt2, where t2 is defined by 

(A2.6) 

one obtains 

~ = J1eJfJ10211'!!..{ ["'3 (-Ho + [H; - H; + 2HoH .. + 2HoJo(2R - x)P/2) X dx (A2.7) 
dt 10 

or 

+ [R(Ho _ [H; + H: - 2HoH .. - 2HoJo(R - x)P/2) x dx} 
1x3 

(H; - H~ + 2HoHa + 2HoJo(2R - X3))1/2(Ha(Ho - H .. ) - HoJoX3)+ 

(Ho - Ho.)H .. (H; - H: + 2HoH .. + 4HoJoR)1/2+ 
2 . 2 1/2' (Ho - Ho.) Ho. + «Ho - Ho.) - 2HoJo(R - X3)) «Ha - Ho)H .. + HoJoX3)] 

(iv) For 'JJt2 ~ wt ~ 11' one obtains that cP is given by eq.(A2.8) with X3 = X3 = 0 

(v) For 11' ~ wt ~ 211' one finds ~(t) = -t(t -lr/w). 

APPENDIX A3 

(A2.8) 

Solutions of the critical state equation for the boundary condition HJ(R) = H .. = H .. ccos wt+ 
Hdc, where Hdc is an additional dc field. 
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1. For Hdc s: Hac: 

When 0 s: wt s: wt1 (time interval (i) in fig. 21 a) where t1 is defined by 

0= -Ho + [(Ho + Ha(td)2 + 2HoJoR]1/2 

one obtains : 

and 

where 

and 

HJ(x) = -Ho + [(Ho + Ha)2 + 2HoJo(R - x)j1/2 for Xl s: X s: R 
HJ(x) = -Ho + [(Ho + Hac + Hdc)2 - 2HoJo(R - X)P/2 for Xo s: X s: Xl 

When wt1 s: wt s: 11" ( time interval (ii) in fig. 21 a) one obtains: 

and 

where 

and 

HJ(x) = Ho - [(Ho - Ha)2 - 2HoJo(R - X)P/2 for X3 s: X s: R 
HJ(x) = -Ho + [H; - H; + 2HoHa + 2HoJo(2R - x)P/2 for X2 s: X s: X3 
HJ(x) = -Ho + [(Ho + Hac + Hdc)2 - 2HoJo(R - x)P/2 for Xo s: x s: X2 

H J( x) = 0 for 0 s: x s: Xo 

When 11" s: wt s: wt2 ( time interval (iii) in fig. 21 b ) where t2 is defined by 

0= Ho - [(Ho - Ha(t2»2 + 2HoJoR]1/2 

one ob1<,ins : 

HJ(x) = Ho - [(Ha - Ho)2 + 2HoJo(R - x)]1/2 for X4 s: x s: R 
HJ(x) = Ho - [(Hdc - Hac - Ho)2 - 2HoJo(R - x)j1/2 for X3 s: x s: X4 

HJ(x) = -Ho + [H; - (Hdc - Hac)2 + 2Ho(Hdc - Hac) + 2IIoJo(2R _ x)P/2 

for X2 s: x s: X3 

(A3.1) 

(A3.2) 

(A3.3) 

(A3.4) 

(A3.5) 

(A3.6) 

(A3.7) 

(A3.8) 

(A3.9) 

(A3.10) 

(A3.11) 

(A3.12) 

(A3.13) 

(A3.14) 

(A3.15) 

(A3.16) 

HJ(x) = -Ho + [(Ho + Hac + Hdc)2 - 2HoJo(R - X)]1/2 for Xo s: x s: X2 (A3.17) 

and 

where 

and 

X4 = R - [(IIdc - IIac)2 - 2Ho(IIdc - IIac) - II; + 2HoHa]/2HoJo 
X4 = R - (Hdc - Hac)(Hdc - Hac - 2Ho)/2HoJo 

X3 = R - [(Hdc - Hac)2 - 2Ho(Hdc - Hac)]/2HoJo 

When wt2 s: wt s: wt3 ( time interval (iv) in fig. 21 b ), where t3 is defined by 

0= -Ho + [II; + H;(t3) + 2HoIIa(t3) - 2HoJo(R - X3W/ 2 

(A3.18) 

(A3.19) 
(A3.20) 
(A3.21) 

(A3.22) 

(A3.23) 
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Fig. 21. (a) Critical-state field profiles inside a long cylinder of radius R during the first half 
of an ac cycle in the presence of an additional dc field. (b) Magnetic field profiles during the 
second half of an ac cycle in the presence of an additional dc field. 

248 



one obtains: 

and 

where 

and 

HJ(x) = -Ho + [(Ho + Ha? - 2HoJo(R - x)j1/2 for X6::; x ::; R 
HJ(x) = Ho - [(Ho + Ha)2 + 2HoJo(2R - x)]1/2 for X5::; x ::; X6 

HJ(x) = Ho - [(Hdc - Hac - Ho? - 2HoJo(R - x)j1/2 for X3::; x ::; Xs 
HJ(x) = -Ho + [H; - (Hdc - Hac)2 + 2Ho(Hdc - Hac) + 2HoJo(2R - x)P/2 

for X2 ::; x ::; X3 

When wt3 ::; wt ::; 21r ( time interval (v) in fig. 21 b) one obtains: 

and 

where 

HJ(x) = -Ho + [(Ho + Ha)2 - 2HoJo(R - x)]1/2 for X7::; x::; R 
HJ(x) = -Ho + [H; - (Hdc - Hac)2 + 2Ho(Hdc - Hac) + 2HoJo(2R - X)]1/2 

for X2::; x ::; X7 

II. For Hdc > Hac: 

When 0 ::; wt ::; 1r one obtains : 

and 

HJ(x) = -Ho + [(Ho + Ha)2 + 2HoJo(R - x)j1/2 for Xl::; X ::; R 
HJ(X) = -Ho + [(Ho + Hac + Hdc)2 - 2HoJo(R - x)j1/2 for xo::; x ::; Xl 

H J( X) = 0 for 0 ::; x ::; Xo . 

When 1r ::; wt ::; 21r one obtains : 

and 

where 

and 

HJ(x) = -Ho + [(Ho + Ha)2 - 2HoJo(R - x)j1/2 for xs::; x::; R 
HJ(x) = -Ho + [(Hac - Hdc - Ho? + 2HoJo(R - x)j1/2 for Xl::; x ::; Xs 
HJ(x) = -Ho + [(Ho + Hac + Hdc)2 - 2HoJo(R - X)]1/2 for xo::; x ::; Xl 

(A3.24) 
(A3.25) 
(A3.26) 
(A3.27) 

(A3.29) 

(A3.30) 

(A3.31) 

(A3.32) 

(A3.33) 

(A3.35) 

(A3.36) 

(A3.37) 

(A3.38) 

(A3.39) 

(A3.40) 
(A3.41) 

(A3.42) 

(A3.43) 

(A3.44) 

(A3.45) 
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EXPONENTIAL CRITICAL-STATE MODEL FIT FOR INTERGRANULAR 

AC SUSCEPTIBILITY OF SINTERED HIGH-Te SUPERCONDUCTORS 

Introduction 

Alvaro Sanchez and Du-Xing Chen 
Physics Department, Unive.sitat Autonoma Barcelona 
08193 Bellaterra, Barcelona, Spain 

Ac susceptibility techniques have been widely used in the research of sintered high-Te 
superconductors. In general, these are low-field techniques since the ac field produced by 
a small coil cannot be large. However, for many sintered high-Te superconductors, even in 
such low fields the field-dependent intergranular magnetic properties can already be studied 
quite sufficiently. The study of these properties has been recognized as being important both 
practically and theoretically; they are directly related to the values and mechanisms of a very 
important quantity for applications, the transport critical-current density Je • 

To deduce the relationship between low-field ac susceptibility and the critical-current 
density, the contribution of intergranular supercurrents has to be separated from the total 
measured susceptibility. This is possible since the supercurrents start to penetrate into the 
grains at a rather high field so that their contribution to the total susceptibility is a constant at 
low fields. Although different terminologies have been applied in the literature, (for example, 
in Refs. 1-3) for the purpose of separation, this constant can be simply written as - /g, where 
/g is an effective grain volume fraction. Most authors considered this /g to be less than the 
real volume fraction of the grains owing to the London penetration.1,2,4,5 However, careful 
analysis of the experimental data led t6 further conclusions that this effective /g is often 
larger, and beside the London penetration the grain-cluster structure plays an important role 
on it.6-S We will further describe the concept of this separation in the present work. 

If we measure the complex susceptibility X = X' - ix" as a function of ac field amplitude 
Hm, the result will give two X' peaks. The first low-field peak is due to the intergranular 
supercurrents, and the second high-field one is from the penetrated intragranular supercur­
rents. If these two peaks are well separated with a minimum very close to zero in between, 
then /g can be easily determined accurately.s However, in many cases such a low minimum 
does not exist (the intergranular Je is not very low and the sample is not thin enough) or is 
not available (limited by the maximum field of the susceptometer, or when only temperature 
dependence at some given Hm is measured). In these cases, we have to apply the critical-state 
model to the intergranular supercurrents with a correct Je(Hi) function. By means of this 
model, the low-field maximum X" point is fitted and /g is determined simultaneously.3 We 
will introduce a simple and rather accurate graphic technique which allows one to do this. 

To obtain a correct Je(Hi) function is not easy, and this is in fact one of the main pur­
poses of our low-field susceptibility research. The actual Je(Hi) must be a rather complicated 
function, different from sample to sample, but for materials research it will be very useful to 
have a simple common one which can be a reasonably good approximation for most samples. 
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This function was thought to be expressed by Kim's model.3 ,4 Our recent study showed that 
the exponential model is a better one.9,10 We now recommend this model. Some examples 
will be given to show the accuracy of using this model to determine /g and Je • 

Low-field susceptibility separation 

Sintered high-Te superconducting samples consist of type-II superconducting grains 
which are superconductively coupled by Josephson junctions (for simplicity, we will not talk 
about the grain-clusters). At low fields, supercurrents only flow through the grain surface 
layers and the junctions among the grains. Since the surface-circulating supercurrents of 
the grains completely shield the grain cores the contribution of the grains to the magnetic 
response of the sample can be described by an effective grain volume fraction /g; the partial 
susceptibility Xg within this fraction is -1 and contributes - /g to the total susceptibility. 
The sample-circulating supercurrents flow through a network made of the grain surface layers 
and the junctions connecting them. This network is named the matrix. At very low fields, its 
susceptibility is in general not -1 (for example, due to damage of the sample surface during 
cutting). However, if it is stable and equal to -1 + /n, where /n is a positive number much 
smaller than I, then we can introduce such an effective volume fraction /m = 1- /g - /n for 
the matrix that its partial susceptibility Xm equals -1 at very low fields. 'The sample surface 
layer will have a volume fraction /n with a zero susceptibility. Based on this analysis, the 
total complex susceptibility X of the sample can be written as 

X = /mXm - /g, (1) 

where Xm is the partial complex susceptibility for the matrix, and the partial susceptibility 
for the grains and the sample surface layer have been taken to be -1 and 0, respectively, 
owing to the above definitions of three effective volume fractions. 

Using Eq. (1) we can convert the measured X to Xm by 

X:" = (X' + /g)/ /m, (2) 

X::' = X"//m. (3) 

As discussed above, Eqs. (1-3) are valid for samples which have a stable low-field X' close 
to -1 with X' = O. In our experience, the Xm in this case can be rather well described in 
terms of the critical-state model. To use Eqs. (2) and (3), very accurate measurements and 
demagnetizing corrections are required. This is not easy. However, for many practical cases 
we can normalize the very-low-field X to be -1 so that /n = 0 and /m = 1- /g. Thus, Eqs. 
(2) and (3) are simplified to 

X:.. = (X' + /g)/(1 - /g), 

X::' = X"/(l- /g). 

(4) 

(5) 

We will introduce our fitting technique based on the critical-state model and Eqs. (4) and 
(5). 

It should be emphasized that although "partial" susceptibilities can be termed for the 
grains and the matrix when we separate X into two contributions, the meaning of the "partial" 
is not the same for the two cases. /g is the volume fraction of the grain cores defined above 
in a conventional meaning, that is, if there were no contribution from the matrix (all the 
junctions were broken) X would be /g times the partial susceptibility Xg. However, if we 
could turn off all the grain-circulating supercurrents so removing the contribution of the 
grains, X would not be (1 - fg) times the partial susceptibility Xm but equal to Xm itself. 
This is a consequence of the superconducting shielding effect. The important concept here 
is that although we call Xm the partial susceptibility of the matrix, it is not for the volume 
where intergranular supercurrents flow, nor the volume remaining after removing the grain 
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cores, but for the whole volume of the sample, including the grain cores and voids. Also, the 
local and averaged intergranular J e values deduced from Xm are the current densities with 
respect to a continuous cross section of the macroscopic volume supercurrent path. 

Exponential critical-state model 

The critical-state model assumes that in hard superconductors the penetrated volume 
supercurrents flow with a density equal to the critical-current density Je(Hi), where Hi is the 
local internal field. For the intergranular supercurrents discussed here, J e decreases rather 
quickly with Hi. Considering the junctions to be narrow with random size and orientation 
distributions this kind of field dependence can be understood. For such a matrix, Je(Hi) has 
a finite value at zero field and often shows a power-law decay at high fields.9•1l Its accurate 
expression will be complicated. However, for practical purposes such as Je determinations, 
simple two-parameter models can give good approximations. We 'have found that the expo­
nential model is the best one in many cases. 

The advantages of the exponential model are: (1) it covers a wide field dependence 
ranging from J e equal to a constant to a 6-function type dependence so that the most im­
portant characteristic quantity, the maximum X" due to intergranular supercurrents, can be 
fitted for all the samples as long as the critical-state model is applicable; (2) since its Je(Hi) 
is close to the actual one, it can often fit the field-dependent X' and X" curves better than 
other two-parameter models in a wide field range; (3) analytic solutions for the critical-state 
loops have been derived and the susceptibility computations for different J e parameters and 
sample dimensions can be made quickly. 

The exponential model is written as 

Je(Hi) = Joexp( -IHill Ho), (6) 

where Jo is the Je(Hi) value when Hi = 0, and Ho is a positive field constant. The critical­
state M(H) curves have been calculated from this model for an infinite column of rectangular 
cross section 2a X 2b( a ~ b). The results for alb = 1 can also be used for cylinders.12 

On the initial curve, a full-penetration field Hp is obtained to be 

Hp = Holn(1 + p), (7) 

which is defined as the applied field at which the supercurrent penetrates to the sample center. 
The parameter p appearing in Eq. (7) is defined as 

p= JoalHo. (8) 

An ideal example of partial intergranular dc Mm(H) loops for a sintered 123-YBCO 
hi?h-Tc superconductor, well fitted by the exponential model, is given in Fig. 1.10 

After Fourier analysis of the hysteresis loops, X' and X" as functions of alb, p, and 
HmlHp, where Hm is the maximum field for the loop, are obtained. A characteristic point is 
the maximum in X". Figure 2 gives the calculated results of X::. .. .., and the corresponding x' 
and Hml Hp (symboled by *) for alb = 0 and 1 as functions of p. 

Exponential model fit for ac susceptibilities 

For any model with two adjustable parameters, the model fit for the X' and X" data at a 
given temperature can be done for one characteristic point only, which should be chosen to be 
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Figure 1: Partial intergranular dc Mm(H) loops measured at 76 K for a sintered 123-YBCO 
sample. The curves give the exponential model fit. 
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the point where X" takes its maximum. Two model parameters are obtained by this one-point 
fit. With the parameters determined, the X' and X" vs. Hm curves can be calculated using 
the same model. If the calculated curves are in agreement with the measured data then we 
confirm the model to be good, giving a correct Je(H;) within the experimental error. If there 
is some disparity between them, then the fit is erroneous, although the point is well fitted. 
Therefore, it is very important to choose a proper model to make this fit. As explained above, 
the exponential model can be a good choice. 

The exponential model fit can be done graphically just by using Fig. 2 and performing 
a simple iterative process. We give two examples below to introduce the fitting procedures. 
The samples are 123-YBCO superconductors studied in Ref. 8. The sample dimensions and 
the experimentally determined quantities are given in Table 1. 

Understanding the quantities in Fig. 2 as for the matrix and denoting the ith iteration 
result by i in parentheses, the fitting procedures are written as follows: 

(1) Starting with X:;;(O) = -0.25 (the starting value is arbitrary; this value is optimum 
for quick iteration for most samples), substituting it and the experimental X'· into Eq. (4), 
/Jl) is obtained. (2) Substituting /Jl) and the experimental X::'az into Eq. (5), X~~az is 
obtained. (3) With X~~az and alb, making a linear interpolation between the curves for 
alb = 0 and 1, p(l) and X:;;(l) are obtained using Fig. 2 again by linear interpolation on alb. 
(4) Repeating procedure (1) but using X:;;(l), /J2) is obtained. (5) Repeating procedure (2) 

but using /J2), X~~az is obtained. (6) Repeating procedure (3) but using X~~J.az, p(2) and 

X:;;(2) is obtained. (7) H';.I H~2) is obtained from p(2) using Fig. 2 by linear interpolation on 
alb. For most samples such two-step iteration can already give a final result. 

Table 2 lists the iteration parameters for the two samples. The final results are compared 
in Table 3 with the further refined results by direct exponential model calculations. Figs. 3a 
and 3b give the experimental X" and X' vs. Hm data and the exponential model fit based on 
the /g given in Table 1. 

From Table 3, comparing the graphic technique and the direct computation, we see that 
using the former we can get /g very close to the direct calculating results with a difference 
less than 0.3%. Another parameter that can be determined rather accurately (with error less 
than 1.2%) by this technique is H". In contrast, p, thus Ho and Jo, are less accurate with a 
maximum error about 10%. However, all the differences between both results are only from 
the reading error and the linear interpolation error in the graphic measurements. It is easy to 
reduce both errors by making a larger figure and putting more curves between alb = 0 and 
1. 

We can also see in Table 3 that compared with the accurate results of /g, the direct 
computation using the exponential model for the one point gives a value 0.009 smaller for 
sample 1 but 0.003 greater for sample 2. When the one-point fitting approach used in this 
work gives /g very close to the accurate one, all the other fitting parameters obtained by 
different techniques are also very close (sample 2). 

Kim's model does not work well for these two samples, as described in Ref. 8. The 
same graphic approach using Kim's model gives /g always less than the accurate value with 
an error up to -0.02. When p is large and alb ~ 1, the H" determined by Kim's model has 
an error up to +7%. 

Je calculation from fitting parameters 

One of the main purposes of the critical-state model fit for ac susceptibility data is 
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Figure 3: Exponential model fit of X" (a) and X' (b) vs. Hrn curves for samples 1 (~) and 2 
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Table 1: Sample dimensions, the measured X::'az-point parameters, and the accurately deter­
mined 19.8 
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Sample 2a(mm) 2b(mm) 
1 1.29 2.60 
2 2.50 2.60 

0.0983 
0.105 

x'* 
-0.782 
-0.797 

Table 2: Iteration results. 

Sample fJl j "(lj 
Xm,maz 

'*(1) 
Xm fJ2 j "(2) 

Xm,maz 
1 0.709 0.338 -0.255 0.707 0.335 
2 0.729 0.387 -0.23 0.736 0.398 

H;"(A/m) 
830 
1100 

,*(2j 
Xm 

-0.255 
-0.23 

p(2) 

2.1 
7 

0.718 
0.733 

H* /H(2) 
m " 1.12 
1.03 



Table 3: Comparison among the graphic results (first), the computer refined results (second), 
and the computed results using accurate /9 (third). 

Sample 
1 
2 

/9 P 
0.707/0.709/0.718 2.1/2.3/2.7 
0.736/0.736/0.733 7/7.2/7.3 

741/732/725 
1,068/1,078/1,090 

Ho(A/m) 
655/613/554 
514/512/515 

2.13/2.19/2.24 
2.88/2.95/3.01 

to obtain the intergranular Jc. Since the Jc(Hi) function type has been fixed to be the 
exponential one in this work, the final Jc(Hi) is readily obtained after the one-point fit by 
substituting the fitting values of Jo and Ho in Table 3 into Eq. (6). If the agreement between 
the calculated curves and the X" and X' vs. Hm data is very good, as are the results for 
sample 2 given in Figs. 3a and 3b, then the Jc(Hi) thus obtained is the actual one with some 
error owing to the limited resolution and accuracy of the measurements. If the agreement 
is not very good, then other types of Jc(Hi) functions have to be tested. For an arbitrary 
Jc(Hi), numeric critical-state model calculations have to be done, which will be introduced 
elsewhere. 

In contrast with the local Jc(Hi), a volume averaged Jc can be obtained from Hp rather 
accurately. This average Jc is calculated by 

(9) 

If alb < < 1, this (Jc ) should be the same as the transport (Jc) measured at zero applied 
field; larger alb should give a (Jc) which is smaller than the transport (Jc}.3 For the samples 
shown above we have alb > 0.49, so that the (Jc) = 1130 and 860 kA/m2 calculated using 
Eq. (9) should be smaller than the transport (Jc ). 

The error in the (Jc) calculated from Eq. (9) is due only to a and Hp. Hp is deter­
mined by the experimental Hm(X::'ax) and the Hm/ Hp at the X::'ax point calculated from the 
critical-state model. This H m/ H p is not equal to 1 in general. Without the critical-state 
model calculation for orthorhombic sample geometry, a ratio of 1 is often assumed in the 
literature; this will introduce an error up to about 30% in the (Jc) determination. Even with 
orthorhombic-geometry calculations and using the technique described in this work, some 
error can still exist owing to the erroneous Jc(Hi) function. Using Kim's model, for example, 
this error can be up to about +10% if the actual Jc decreases with Hi more quickly than 
Hi-I. However, such error is reduced to within 3% if the exponential model is used. In most 
cases, using the exponential model gives an error less than 2%, as can be seen in this work. 
All the conclusions made here are based on our latest work on the theoretical critical-state 
susceptibility spectra calculationP 

When different models yield quite different values of /9 and H;"/Hp , one must be 
concerned about the model choice for accurate (Jc) determination by ac susceptibility mea­
surements. A judgement for the validity of the model can be made by comparing the /9 
determined by the one-point model fit, on one hand, and by the most elaborate technique, 
described in Ref. 8, on the other hand; if one is close to the other then the model is valid. 
When the exponential model is used, successful results are often found for thick samples of 
sintered high-Tc superconductors. Consequently, the (Jc) determined by using this model is 
also accurate. For thin samples, a good agreement between both /9'S is not met very often. 
To estimate the error in (Jc) in this case, more caution has to be taken. 

Conclusion 

To fit the low-field intergranular ac susceptibility data of sintered high-Tc supercon-
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ductors by the critical-state model, a proper choice of the Jc( H;) function is important. For 
most practical cases, the exponential model is satisfactory. The model fit to the experimental 
data should be done for one point where the low-field X" takes maximum. A simple graphic 
fitting technique has been introduced for this purpose. The effective grain volume fraction 
determined by this technique is usually accurate within 0.01 if the exponential model is used. 
Consequently, the (Jc ) determination by this model is often more accurate than other models. 
In most cases, an error of 2% in (Jc) can be expected. 
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PHENOMENOLOGICAL MODEL FIT TO INTRAGRANULAR AC 
SUSCEPTIBILITY OF SINTERED HIGH-Tc SUPERCONDUCTORS 

Introd uction 

Du-Xing Chen and Alvaro Sanchez 
Physics Department, Universitat Autonoma Barcelona 
08193 Bellaterra, Barcelona, Spain 

For sintered high-Tc superconductors the field dependence of the complex ac susceptibil­
ity X(= X' - ix") shows two X" peaks. The first low-field peak with maximum X::'Qxl is due to 
sample-circulating intergranular supercurrents, while the second high-field peak with X::'Qx2 
is due to intragranular supercurrents. For the intergranular susceptibility, the critical-state 
model works quite well. We have described how to fit the low-field X by using an exponen­
tial critical-state model. l To analyse the high-field X other factors, in addition to the critical 
currents, have to be taken into consideration. Recently, a simple model for type-II supercon­
ductors involving the volume supercurrents, the equilibrium magnetization, and the surface 
barrier for flux entry and exit has been developed,2 providing a tool to analyse the high-field 
hysteresis loops of sintered high-Tc superconductors. In the present paper we introduce a 
technique to analyze the intragranular ac susceptibility of these materials based on a similar 
model. 

Model 

In Fig. 1, we show some dc hysteresis loops of a sintered 123-YBCO sample measured 
at 76 K with a vibrating sample magnetometer. The four cycles were recorded continuously 
in order of decreasing Hm, the maximum field. Since it was not easy to precisely control 
the applied field produced by the electromagnet, the given loops are not very symmetric. 
However, several features can be clearly observed from these data: (1) The loop with the 
largest Hm has a tilted Z shape with a narrow waist. (2) Both sides of the middle part of 
the loops are almost parallel, as long as the Hm is not very small. (3) Most sections of the 
loops with larger Hm collapse except for the regions where the reverse curves start, which 
are roughly parallel to the middle part with some rounding. (4) There is a little expansion in 
the central region. (5) The slope of the loop for the smallest H m is less than the slope of the 
middle part of the loops with larger Hm. 

Feature (4) is due to the intergranular supercurrents; their contribution to the suscep­
tibility at higher Hm can be neglected. In feature (5), the slope of the loop at small Hm 
should be close to - fg, the effective volume fraction of the grains l determined by low-field X 
measurements; and the higher slope in the middle part of the high-Hm loops suggests that 
there is another grain volume fraction 9 that is smaller than fg. /g may be attributed to 
grain clusters and 9 may be ascribed to the individual grains.2 From features (1-3) we can 
simplify the high-Hm loop to be composed of a number of linear sections, as shown in Fig. 2. 
The middle part and the initial reverse sections of the loop have a slope -tana = -g; the top 
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Figure 1: Experimental dc hysteresis loops for a 123-YBCO high-Tc superconductor. 
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Figure 2: Modeling loop. The loop parameters are those in Table 2. 

260 



and the bottom sections have a slope tan,B = /. Three characteristic fields HIt H2, and H* 
and the remanence Mr are also defined in the figure. According to Ref. 2, HI and H2 can be 
defined in terms of physical parameters 

Helg = (HI + H2)/2, 

AHo = (HI - H2)/2, 

(1) 

(2) 

where Heig is an effective lower critical field for the grains, and AHo is the extra field due 
to the surface barrier, assumed to be the same for flux entry and exit, when the surface flux 
density B Rj O. 

This modeling is assumed to be valid for Hm > H*. For a sinusoidal ac field H(t) = 
Hmcos wt, X" is defined by 

x" = f HdM/7rH;', (3) 

where the integration is equal to the area of the loop. Using this definition and the loop given 
in Fig. 2, we obtain 

(4) 

The coefficients A, B, and C are functions of the parameters defined in Fig. 2: 

A = {(I + g)(H*2 - Hl) + (1 + / /g)/ H*2 - 2(1 + / /g)[(1 + g)HI - gH2 + 2MrJH*}/7r, (5) 

where 

B = 2(1 + / /g)[(1 + g)HI - gH2 + 2Mrl/7r, 

C = -(1 + //g)//7r, 

H* = HI + 2Mr/(/ + g). 

(6) 

(7) 

(8) 

We will show below that Eq. (4) is appropriate for fitting some data on the field depen­
dence of the ac susceptibility of sintered high-Te superconductors for Hm around and higher 
than Hm(X::'Gz2)' For lower fields, the loops are more complicated. We have noticed that 
9 < /g, which suggests that flux starts to penetrate into the grains (or grain clusters) at a 
field lower than HI' In other words, the second X" rise starts from 0 at a field Hf < HI. The 
details of how the loop changes are not easily modeled, but we can make a reasonable approx­
imation for X". Similar to the Rayleigh law for the low-field susceptibility of ferromagnets or 
hard superconductors,3.4 we assume, for Hm larger than and close to H~, the area of the loop 
to be 

(9) 

where D is a constant. Substituting Eq. (9) into Eq. (3) we obtain 

(10) 

This equation is used to fit the low-field side of the second X" peak. 
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Table 1: Experimental data and fitting parameters for the second X" peale 

X' B(A/m) C D(l'm/A) HHA/m) 
0.115 -0.487 19,000 -63.52 6,686 0.06 21 3,700 

Table 2: The loop parameters obtained from high-field susceptibility fit. 

Mr(A/m) 9 / 
12137 6780 1566 0.66 0.153 

Procedures for fitting susceptibility 

For testing the power of our model, we theoretically fit some data given in Ref. 5. We 
converted the original permeability data to X and X" which are normalized so that X = -1 
at low fields. Figs. 3a and 3b show the experimental X" and X', respectively, as functions 
of Hm for a sintered 123-YBCO sample studied in Ref. 5. The sample was cylindrical with 
radius a = 1.5 mm, containing grains with an estimated average radius of ag = IOl'm. 

The X" vs. Hm curve for Hm ~ Hm(X::'ax2) is fitted using Eq. (4). The fitting 
parameters A, B, and C are given in Table 1. The rising part of the second X" peak is fitted 
by Eq. (10), resulting in the D and H;, listed in Table 1. The fitting parameters A, B, and 
C together with the value of X' corresponding to X:'ax2 are further used to be fitted by the 
loop parameters using Eqs. (5), (6), and (7). The results have been found to be unique; they 
are listed in Table 2. Two sectional fitting curves for the second X" peak are drawn in Fig. 
3a. A X' vs. Hm curve in the high-Hm region obtained by Fourier analysis of the fitting loops 
is given in Fig. 3b. 

The low-field X::'ad and its corresponding X' and Hm are fitted using the exponential 
critical-state model (Ref. 1). The fitting parameters are listed in Table 3. The susceptibility 
curves calculated from these parameters are given in Figs. 3a and 3b. 

We see in Fig. 3a that all three theoretical sections of the X" curves are rather well 
in coincidence with the data points. Adding the inter- and intragranular X" together, our 
final result will reproduce almost perfectly the experimental data. The low field X curve also 
agrees well with the experimental data. For the high-field fit, however, a crossover can be 
seen. This is obviously due to our over-simplified modeling loop in Fig. 2. If the rounding 
sections of the real loops shown in Fig. 1 are taken into consideration, this crossover should 
disappear. 

Thus, to fit the field dependence of the ac susceptibility of a sintered high-Tc super­
conductor over a wide field range, three regions have to be considered separately. In the 
low-field range for the intergranular susceptibility superimposed on a constant intragranular 
contribution, the exponential critical-state model is used (see Ref. 1). In the high-field range 
for the intragranular susceptibility around and above the X" maximum, Eq. (4) is used. For 
field values in the middle, i.e., for the rising part of the second X" peak, Eq. (10) is used. 

Table 3: Exponential model fitting_p_arameters for the low-field suscepti~ility data. 

/g p Ho(A/m) 
0.0604 -0.890 1,212 0.85 8 1,230 2.99 560 
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Deduction of superconducting properties 

Using the data given in Table 2 and Eqs. (1) and (2), the calculated values of Helg and 
t:.Ho are 9,460 Aim and 2,680 Aim, respectively. All the published data on He! of single 
crystals of high-Te superconductors are actually defined somewhat as HI. However, they are 
much smaller than the value given here. The reason may be that the superconducting quality 
of the grains is much better than that of large single crystals.2 

To determine the minimum Hel of the grains from ac susceptibility data, the conven­
tional way is to determine an H m where the second X" starts. This field is actually H{. Our 
model gives a unambigous method to determine this point. 

Many authors have used Hm (X::'ax2) to stand for the full penetration field Hpg of the 
grains and estimate the average Je of the grains using Bean's model:4•6 

(11) 

Using the above data we obtain (Jeg) = 1,900 MAlm2• However, this value is overestimated 
since the equilibrium magnetization and the surface barrier have not been considered. We 
have tested that if letting Mr = 0 (this quantity is due to Je) and keeping the other loop 
parameters listed in Table 2 the same, the Hm (X::'ax2) is 20,000 Aim, 5% higher than the 
experimental result. Actually, the higher the intragranular Je the lower the Hm(X::'ax2)' 
provided this field to be on the same order of Helg and t:.Ho. 

Therefore, with our results, a more correct way to calculate Je is6 

(12) 

This gives (Jeg ) = 710 MAlm2• In Eq. (12), dividing by 9 changes the loop into the partial 
loop for the grains.7 

The parameter / is also important. It characterizes the field dependence of Jeg and t:.H; 
they are constant if / = 0, and their field dependence becomes stronger when / is increasing. 
These two quantities are not separated in our model. However, the field dependence of Je is 
not expected to be very strong in the grains, so that / will mainly indicate the field dependence 
of t:.H. 

We notice that 9 is smaller than /g in this sample. This is typical for many sintered high­
Te superconductors.2 From the comparison between 9 and /g we can get some information on 
the grain performance, grain orientations, and superconducting coupling among the grains. 

Conclusion 

The high-field hysteresis loop of sintered high-Te superconductors at not too low tem­
peratures are modeled to have a tilted Z shape with linear sections. From this loop the 
function x."(Hm) has a simple form with an H;;.2_, an H;;.l_, and a constant term. This func­
tion is used to fit X" vs. Hm data in a field region around and above the second X" maximum. 
For the rising part of the second x." peak, a modified Rayleigh-law formula with an Hm -, 

an H;;.l_, and a constant term is used to fit data. Since the equilibrium magnetization and 
surface barrier effects have been considered, the superconducting properties deduced from 
such a model fit for high-field ac susceptibility data are quite different from the commonly 
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used approaches. An important new finding is that the Hm corresponding to the high-field 
X" maximum, which has been commonly related to the intragranular Jc and used for Jc 

determination in the literature, has little to do with this Jc• 
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CRITICAL CURRENT DENSITIES FROM ac SUSCEPTIBILITY DATA 

ABSTRACT 
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41000 Zagreb, Croatia, Yugoslavia 

A method for the accurate determination of bulk critical currents 

(J ) of high temperature superconductors (HTS) via high resolution ac sus-
s 

ceptibility measurements is described. It is based on the critical-state 

model, but its results, unlike those obtained from other methods (e.g. 

magnetization hysteresis or voltage versus transport current, i.e. V-I 

curves), are free from the effects of trapped field or self-field, thus it 

yields the true Js(H) and Js(T) variations. This method is employed for 

the determination of the J s vs H variation at 78K in a YBa2cu307_x ceramic 

sample. Furthermore, the applicability of the critical-state model to the 

investigation of J s in sintered HTS samples has been verified over a wide 

range of applied magnetic fields (H<4,400Alm). Interesting effects 

occuring as a consequence of the partial cancellation of dc and ac 

magnetic fields acting on a sample have been observed. The importance of 

this method for the investigation of the strength and nature of the 

intergrain coupling in ceramic HTS samples is briefly disscused. 

1. INTRODUCTION 

It is well known that the transport critical current density (J ) of 
s 

sintered YBa2Cu307_x (thereafter YBaCuO) samples is some orders of magni-

tude lower than that of the corresponding monocrystals or epitaxial thin 
1 films . Such poor performance of ceramic high temperature superconductors 

(HTS) is a result of weak intergrain coupling throughout the material. The 
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quality of intergrain coupling depends on numerous factors associated with 

sample preparation (such as the purity of the components, the details of 

synthesis and sintering, the metal and oxygen stoichiometry, the grain 

size, size distribution and eventual texturing, etc). In spite of a large 

effort, the origin of a weak .intergrain coupling is not well understood. 

Therefore the accurate determination of the macroscopic (bulk) critical 

currents in polycrystalline HTS samples is of considerable scientific (the 

understanding of the coupling mechanism) and technological (the achivement 

of higher J ) interest. 
s 2-4 

In practice either transport measurements (V-I curve ) or magnetic 
5-7 (magnetization and ac susceptibility ) Measurements are employed for the 

determination of bulk critical currents in sintered HTS samples. The 

direct determination of J s (i.e. V-I curve) is somewhat uncertain due to 

the problems related to measurements of low voltages on short samples, the 

self-heating effects at higher currents, etc. In addition, because of the 

inhomogeneity inherent to ceramic materials, J s obtained from V-I curves 

reflects only the onset of dissipation (probably at the weakest part of 

the sample) and thus cannot be correlated with the bulk properties (for 
6-8 instance, resistivity ) of the sample. Because of this J s is often 

determined from the width of the magnetization hysteresis curve 

(irreversible magnetization) by the use of the Bean critical-state model9 . 

This model is also used for the determination of J 5 from ac susceptibility 
10 Measurements. Whereas for YBaCuO thin films and monocrystals (or grains) 

the validity of the Bean model for the determination of J s has been 

established, to our knowledge no such proof for the intergranular J s 
exists. 

However, even assuming that all the technical and conceptual problems 

Mentioned above are solved, the V-I curves and magnetization hysteresis 

loops cannot yield actual J s (H=O, T) value because both measurements are 

performed in a finite magnetic field (self-field and trapped field in the 

case of the transport and magnetization measurement respectively). Because 

of the sensitivity of J on the magnetic field in ceramic HTS samples, 
11 s 

reduced J values and as importantly the incorrect J (H) and J (T) 
s8 s s 

dependences have been reported. 

In this paper we describe a method based on high resolution ac 

susceptibility measurements capable of giving correct Js(H=O,T) values for 

ceramic samples and thus suitable for the determination of true 

(intrinsic) J (H) and J (T) dependences. In addition, we present evidence s s 
that, over a wide range of applied fields, the critical-state model but 

with a field dependent J s is applicable to ceramic HTS samples. 
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2. EXPERIMENTAL 

12 The YBaCuO pellet was prepared in the usual way The average grain 

size of the ceramic was about 10pm. A plate-like sample with the 

dimensions 12x2.6xO.8mm3 was cut from the central part of the pellet. The 

surfaces of the sample were slightly polished. Transport measurements 

(performed immediately before ac susceptibility investigation) revealed 

Tco=90K, resistivity at 9SK = lmncm, the resistance ratio R29~1R9S=2.2 and 

transport critical current density (78K, H=O) of about 4SAlcm . 

In order to achieve the highest possible resolution and sensitivity 

in our measurements a standard induction method for the measurements of ac 
13 susceptibility was somewhat modified. A schematic block diagram of the 

full arrangements is shown in Fig.l. The secondary pick-Up coils 

(connected in series opposition) were ver.y carefully balanced so that the 

voltage signal for empty coils was much lower than that of the sample, and 

hence can be accurately substracted from the measured signal (V). In order 

to achieve the highest possible sensitivity in the measurements at low 

fields (S60Alm) an additional pick-up coil was used for the compensation 

of the real part of the signal (yRe). A two-phase lock-in amplifier 

(SR-Sl0), connected to a personal computer, was employed for the 

detection, storage and elaboration of the in-phase (yRe) and out-of-phase 

(VIm) components of the signal. In the measurements of yRe a precision 

ratio transformer (with the resolution 1 part in 105) was employed in 

order to "zero" the measured signal at each applied ac magnetic field. For 

the lowest fields the averaging over up to 200 data points (performed by 

computer) was used in order to eliminate the influence of the background 

noise. The effects of ambient laboratory fields (both static and ac) were 

reduced several orders of magnitude by the use of a magnetic shield, made 

out from HetglasR 2714 tape. The above modifications and procedures 

permitted measurements of the voltage signal with a resolution of 1 part 

in 104. Such resolution enables the accurate determination of the 

variation of yRe with the amplitude of the ac field at very low field 

values (~60Alm). Such resolution is vital for the determination of 

critical current density, J s ' with the method described later on in this 

paper. 

All measurements were performed at a frequency of 28.5Hz with ac 

fields up to 4,OOOAlm. At low fields the signal from the pick-up coils was 

first amplified with a low-noise transformer (1:100); whereas at higher 

fields it was fed directly into a lock-in amplifier. (This change did not 

affect the dependence of signal (V) on the field amplitude.) The 
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superposed dc magnetic field (0-4,400A/m) was controled by means of the 

precision (Zenner) current source (O-IOOmA) connected in parallel with the 

ac current amplifier. At our, relatively low operating frequency neither 

ampli tude nor phase of the ac field was affected when the dc current 

source was employed. The ac current through the primary coil (thus 

magnetic field) was measured by means of the potential difference 

'------;A 

p 

~ _____ ~B 

TLA 

f---------lo 

Fig.l. Block scheme of the arrangement: 5-sample, P-primary, 51' 

52- secondaries, C-compensation coil, R-standard resistor, 

CS-dc current source, PA-power amplifier, RT-ratio 

transformer, LT-low noise transformer, TLA-two phase 

lock-in amplifier, A,B-inputs, O-reference output, 

PC-computer and PL-plotter. 

developed across a ttl standard resistor. The sample was mounted on a 

saphire sample holder which ensured both, a good thermal contact of the 

sample and no contribution of the sample holder to the measured signal. 

The set-up was calibrated by the use of a pure Nb sample as reported 

earlierl4 . Measurements reported in this paper were performed at 78K 

(liquid nitrogen). This temperature can be kept constant for prolonged 

periods of time and at the same time ensured bulk superconductivity of the 

sample. 
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3. DESCRIPTION OF METHOD AND RESULTS 

The temperature dependence of the critical current density, (Js(T», 

in polycrystalline HTS samples is often determined via the temperature 

dependence of the intergrain maximum in the imaginary part, X"(T), of the 
5 7 9 ac susceptibility' This method is based on the Bean model which 

predicts that the maximum in X" (T) occurs when the magnetic field 

penetrates to the center of the sample. In particular, for a long cylinder 

(radius R) when the applied magnetic field (HA) reaches the value of full 

penetration (HP) the critical current density is determined by HP=RJs . 

Although simple, for practical realization, this method does not give 

reliable results for Js(T) of sintered HTS samples. First, at lower 

temperatures the intergrain peak in X" is broadened and reduced so that 

the actual position of its maximum is more difficult to determine. 

Secondly at lower temperatures a larger amplitude of the magnetic field is 

required in order to reach a maximum in X", hence J s is measured in 

progressively larger magnetic fields on lowering the temperature. Since 

the bulk critical current of ceramic HTS samples depends rather strongly 
118 on the magnetic field ' this method yields lower value of J s (T) than 

that which would be obtained in true zero-field. Furthermore, measured J s 
depends on the cross section of the sample. As mentioned in the 

Introduction, a similar problem also appears in the determinatiom of Js(T) 

from the magnetization hysteresis loop or from V-I curves. The consequence 

of these facts is that in all above methods the measured (effective) 

critical current density depends on the geometry of the sample, in 

particular on thickness and radius for the plates and cylinders 
11 respectively 

By using the results of ac susceptibility measurements in very low ac 

fields superposed on dc fields, one can avoid the above problems and 

obtain the correct Js(H) dependence. For a thin plate (with thickness a) 

and low magnetic fields (HA<HP) the Bean model predicts (see Appendix) the 

following behaviours for the magnitudes of the real (X') and imaginary 

(X") parts of the ac susceptibility: 

(1) 

Here HP=aJs (O)/2 and the thin plate geometry is selected because of the 

simpler behaviour of the magnetization compared to that of a cylinder. 
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Accordingly all our measurements were performed on a sample in a shape 

approximating a thin plate, for which the above expressions are 

applicable. 

When using the expressions (1) one should take into account the 

following limitations: 

i) If J is independent of the magnetic field, equations (1) hold for s 
all amplitudes of magnetic field up to HA=Hp. However for ceramic HTS one 

should use the lowest possible amplitudes of the magnetic field (those at 

which data of sufficient accuracy can still be obtained) in order to 

ensure that for the selected HA the dependence of J s on H (H<HA) can be 

neglected. 

ii) The Bean model is developed for homogenous superconductor, hence 

in sintered samples one has to take into account their granularity. In 

particular, when the transport or macroscopic shielding currents are 

investigated the applied magnetic field should be small enough so as not 

to significantly affect the magnetization of the grains (1. e. HA <H 1 
5 c g 

where H 1 is the lower critical field of the grains in that particular c g 
sample) . 

For the ceramic (granular) material magnetic susceptibility can be 

roughly subdivided into two parts: 

(2) 

where « is the volume fraction of the intergranular material and ~' and ~' g s 
refer to grains and intergranular material respectively. We note that the 

properties of the material between the grains (weak links) determine 

Js(H,Tl. 

If the condition in ii) is fulfilled one may approximate the state of 

the grains with perfect diamagnetism (~'=-1). Then the expression (2) 
g 

becomes 

~' = -(1 - «) + «~~ (3) 

The dependence of ~' on the ampli tude of the applied ac magnetic 

field for the sample at 78K. is shown in Fig.2. After a strong initial 

variation, ~' tends to saturate at intermediate magnetic fields and then 

again decreases at larger magnetic fields (HAi!!:Hc1g )' The above diagraJI 

(Fig.2) defines the range of low fields (HA::51,OOOAlm) for the given 

sample. Accepting as reasonable assumptions that ~'(HA~)=-l (i.e. 

complete diamagnetic shielding as verified by the comparison with a pure 
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Nb sample at 4.ZX14 ) and that in sufficiently large fields X =0, one can s 
determine «. From the data in Fig.2 we have found «=0.23 for that 

particular sample . This value was obtained by the extrapolation of the 

solid line in Fig. 2 to HA=O i . e . we took into account that similar to the 

initial penetration of the magnetic field into the intergranular space, 

small magnetic fields penetrate into the grains. However the magnetic 

field penetration depth into the grains for small fields at 78K is, in 

addition to the difference in geometrical factor , smaller than that into 

.9 .9 

~ 
I .8 .8 

0 100 200 300 
HA (Aim) 

"-'-.-.-. 
. 7 

I I I 

o 1000 2000 3000 
H (Aim) A 

Fig . 2. Variation of a real part of ac susceptibility (X') with the 

amplitude of ac field for YBaCuO sample at 78K . The inset : 

the same but for low fields only. 

the intergranular space by a factor of the order of ratio of the inter­

and intragrain critical currents (Fig.2). Because of this , for the sample 

shown in Fig.2 at 78K, one can safely assume that the background 

contribution from the grains does not change with field. Accordingly, we 

have not taken into account the slope in the region of saturation (Fig.2) 

which would, in any event, have no significant effect on the agreement 

between the exper i mental results and calculated ones . Similarly, a small 

error appears in our determination of «, because we neglected completely 

X~ for fields of about l,OOOAlm (i.e. we assumed that the magnetic fields 

of this magnitude destroy completely the intergrain couplings). This is 

apparently not exact because the transport measurements indicate some 
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residual J even at much larger fields2. Although at such large fields the s 
residual J s is some orders of magnitude lower than that in zero-applied 

field, its effect on « can be investigated in future experiments. 

We note that the value of « is central for all quantitative analyses 

performed later on in this paper and hence the approximations involved in 

its estimation warrant the discussion given above. In particular, « is 

used for the appropriate normalizations of the measured real and imaginary 

signals (yRe and VIm respectively) which are required in order to apply 

correctly the Bean model to a given case. Hence all results in the 

following figures are normalized in this manner. This procedure although 

of utmost importance both for the analysis of ac susceptibility and 
15 magnetization is usually ignored. We also note that all factors which 

affect the intergrain couplings (such as the purity of components, the 

details of synthesis and sintering, the grain sizes and distributions, 

etc.) also affect «. Hence «has to be determined in the way depicted in 
15 Fig.2 for every sample and at each temperature for a given sample . 

Assuming the validity of the Bean model in a given case one can apply 

the expressions (1) to the normalized ac susceptibility data. The 

dependences of X' and X" on Hac for the lowest magnetic fields are shown 

in Fig.3. It can be seen that the experimental results obey Eq. (1). The 

slopes of the straight lines in Fig.3 yield (according to the Eqs. (1) and 

(3» aJ (O)a672A1m and 675A1m from the data for X' and X", respectively. 
s 

The deviations of the data from the straight lines occuring already for 

HA~60Alm indicate a very strong dependence of J s on H. However, 

practically identical values of aJs(O) obtained from~' and X" allow the 

use of only one of these quantities for the future determination of the 

variations of J s with H. The experimental convenience makes X' an obvious 

choice (the signal is considerably larger and much less sensitive to the 

eventual small drift of the phase during the measurements). 

The determination of Js(H) is performed in the same way as of Js(O) 

(Fig.3) but with X' data obtained with a dc magnetic field of preselected 

magnitude ("n) applied to the sample. The results of these measurements 

are shown in Fig.4. aJs("n) is determined from the slope of a linear part 

of x'(HA'"n) vs. "n variation. The variation of J s with "n (obtained by 

inserting the thickness of the sample a = O.8mm into aJs("n) is shown in 

Fig.5. Rather low J (O)~85A1cm2 at 78K as well as a very strong dependence 
s 

of J s on "n clearly show that the sample used for testing this method for 

the determination of actual J (H) and J (T) dependences had rather weak s s 
intergrain coupling. 

The above results for Js("n) are obtained from the analysis of low 

274 



= 672 A/cm .06 

.95 
.04 

.9 .02 

= 675 A/cm 

o 
o 20 40 60 80 

H~ (Aim) 

Fig.3. Variations of ~' and ~" with the amplitude of the ae field 
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field (HA~ 0) ~' and ~" data under the assumption that the critical-state 

model is applicable to sintered YBaCuO samples. Although the low field 

data support this hypothesis (validity of Eq.(l», a more detailed 

verification of the applicability of the critical-state model to sintered 

HTS can only be made by extending the analysis to higher fields. Over a 
_Re 1m 

wider range of the magnetic field, the variations of Y- and V with HA 

are not linear (as illustrated in Fig.2 for ~=O) and non-monotonic 

1 
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Ul .6 
J 
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~ 
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J 

.2 

0 
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Js (0) 85 Alcm2 

400 
HA (AIm) 
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Fig.5. Variation of critical current density (Js ) with dc field: 

( ) experimental data, (-) fitting curve. 

functions of ~. Because of this we have compared the results of our 

measurements with those calculated from the critical-state model by using 

the measured J (H) variation (Fig.5) which was obtained from the low s 
HA-data only. Since in these calculations no adjustable parameters were 

used, rather good agreement between the measured and calculated values of 

~' (Fig.6) and ~" (Fig.7) seems to confirm the applicability of the 

critical-state model to the analysis of the magnetic properties of these 

materials. 
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The differences between the results of calculations and the 

experimental data (more pronounced in Fig.6) stem mainly from the 

difference between the actual shape of the sample and that assumed in our 

calculations (a parallelepiped instead of an infinite plate, and the 

neglect of the demagnetizing factor of the actual sample). These effects 

can in principle be taken into account, but the calculations in that case 

would be considerably more involved. We deemed such a refinement 

unneccessary at this stage. We note that the calculations shown by the 

full line in Figs. 6 and 7 were performed numerically by means of a 

personal computer. A more detailed account of these calculations is given 

in the Appendix. 

Rather complex behaviour of X" (HA'HD) shown in Fig.7 is very 

interesting. In particular at larger values of HD two maxima of X" (HA) 

appear, whereas a single maximum occurs for HD=O. For 1s independent of 

magnetic field, the Bean model predicts a single maximum in X" (HA) (i.e. 

the largest hysteresis loss) for HA=(4/3)~ (HA=~ for a cylinder) and X" 
2 independent on HD. The theoretical dependence of X" (HA) for J s =85A/cm 

(assumed to be independent of the applied field) is shown by full line in 

Fig.8. For this calculation we used the expression (1) for HA<~ and 

for HA>~' For the sake of comparison, experimental results for HD=O 

(dots) are also shown in Fig.8. We note a considerable deviation of this 

calculation from the experimental results in the region of larger fields 

which is a consequence of the decrease of J s with the increasing amplitude 

of magnetic field. When a dc field is present the first maximum (Fig. 7) 

is shifted to lower ac fields (because ~ decreases with decreasing J s )' 

The appearence of the second maximum at even higher fields seems unusual 

since it reflects an increase in J . We note however that this maximum 
s 

occurs around HA~HD and in this case the total external field (H ) on the 
o 

sample for wt~1t is zero, which causes an increase of 1s (hence loss) 

during a short time in which Ho=HD-HA~O. A similar behaviour is also 

observed for X' (HA) at higher fields (Fig.6). In this case weak maxima 

occur when Ho~O. We note that such behaviours would not be expected within 

the framework of the Bean model if the dependence of 1s on H was weak for 

the range of magnetic field used in this study. Therefore, strong 

dependence of J s on H associated with the interplay of HA and HD is 

responsible for the unusual behaviours of the ac susceptibility in ceramic 

HTS samples. 
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Apparently the method described above is also applicable to single 

crystals and thin films but care has to be taken with regard to anisotropy 

and the demagnetizing factor. (Of course in that case the calculations 

would be different from those given in the Appendix.) For single crystals 

the possibility of using larger fields (Js is much less dependent on 

H15 •16 ) may partially cancel the difficulty associated with the small mass 

of the sample. Our method has the advantage with respect to transport 

property measurements (V-I curve) in that heating problems as well as 

those associated with any changes in the structure of the sample during 
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Fig.S. Variation of ~ •• with the amplitude of the ac field in zero 

dc field ( ). Full line: calculation for J (H)=J (0). 
s s 

the contact preparation are avoided. Furthermore this method yields true 

J (0) 
s 

J 
s 

which does not depend on criteria employed in the determination of 
17 as is the case in transport measurements . Finally we note that the 

effecti veness of the method for polycrystalline material relies on the 

macroscopic homogeneity of the sample. This means in particular. that the 

average grain size of ceramic sample should be much smaller than its 

thickness. The homogeneity of the sample can of course be verified by 

reducing its dimensions. 

279 



4. CONCLUSION 

A method for accurate determination of bulk critical currents (Js ) of 

sintered HTS samples from the result of high-resolution ac suscepti­

bility is developed. The application of this method to one sintered YBaCuO 

sample (in a form of plate) yielded the J s vs H variation at 78K which is 

free from spurious magnetic field effects (the trapped field and 

self-field in the case of magnetization and transport measurements 

respectively). Since the method is based on the critical state model, the 

applicability of that model to the studied samples (hence ceramic HTS 

samples in general) has been verified over a wide range of applied 

magnetic fields. Taking care of the anisotropy and the demagnetizing 

factor the method (but not the present calculations) may also be applied 

to single crystal and thin film HTS samples. 

The availability of a method which yields correct Js(H) and Js(T) 

variations is of considerable interest for the understanding of the nature 

of intergrain coupling in sintered HTS samples. Because of an extreme 

sensitivity of J s on H, effects of the self-field (V-I curves) and trapped 

fields (magnetization hysteresis) drastically modify8 the magnitude of 

Js(O), as well as J (H) and J (T) variations deduced from transport and 
s 2-5 s 

magnetization measurements . Hence any intercomparison of the values of 

Js(O) obtained by these techniques is ambigous. Moreover the values of 

J (0) obtained on the same sample and with the same technique change on 
s 11 

changing its crossection As a consequence the comparison of magnitudes 

and variations of J with Hand T obtained by the above techniques with 
s 18 19 20 

the specific model predictions ' , can hardly help the understanding 

of the nature of intergrain coupling (thus J s limitations) in ceramic HTS 

samples. In contrast to that, our method is free of these difficulties 

provided the sample is macroscopically homogeneous and that its shape 

remains self-similar upon changes in cross section. Therefore this method 

may have considerable scientific, and probably tehnological relevance. 

Indeed recent applications of this technique to the investigation of the 
21 nature of intergrain junctions in low-Js ceramic YBaCuO sample as well 

as the study of the sample size and grain 

specially prepared ceramic samples of the same 

that view. Finally we note that knowledge of 

size dependence of J in 
22 s 

compound seem to support 

the true Js(H, T) combined 

with the validity of the critical-state model enables the prediction of J s 
obtained from transport and magnetization measurements on the same 

23 sample . In particular it enables one to predict whether magnetization or 

transport measurements will give higher J s values at a given H and what 

fraction of Js(O,T) it would be. 
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APPENDIX 

According to the critical-state model, a change in the external 

magnetic field induces shielding currents of density equal to J S which 

decreases the magnetic field inside the sample. The relation between the 

critical current density, Js(H), and the internal magnetic field is: 

VxH = j (H) 
s 

(1) 

In the simplest case of thin plate this relation becomes: 

dHldx ±J (H) 
s 

(2 ) 

where H is in z-direction and x is along the thickness of the plate. The 

magnetization of a thin plate with thickness a in an external magnetic 

field His: o 

M(H ) 
o 

a/2 

(2/a) J H(x)dx - Ho 
o 

(3) 

If Js(H) is known (for instance Fig.5), one can use the numerical 

integration of Eq. (2) in order to obtain the field profile within the 

sample, H(x), at a given external field amplitude Ho. 

In the ac techniques of measurements (see Experimental) the quantity 

detected is the derivative of magnetization with time dMldt (not the 

magnetization itself). A long thin sample with the crossection area S, 

situated in the compensated secondary coil with N turns, will cause the 

induced voltage: 

vet) (4) 

If the magnetic field applied to the sample has a general form 

Ho=~+HAcOS wt, Eq. (4) can be written as: 

vet) (5) 

where we have set dMldt = (dMldH )(dH Idt) = -wHAsin wt (dMldH ). 
o 0 0 

From Eq. (5) it is clear that any analysis of such measurements requires 
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the knowledge of time dependence of dM/dHo ' Because of this, let us 

consider the magnetic field profile within a superconducting sample in a 

form of long thin plate with thickness a. In the upper parts of Figs. 9a 

and 9b two characteristic field profiles for an external field of the form 

Ho=HD+HAcos~ and ~ in the range Os;=wtSK are shown. (There, as in the case 

of Eq. (2), Ho is along the sample and x is across the thickness.). In 

Figs. 9a and 9b, because of symmetry, only the right half of the sample is 

shown. It can be seen that, in general, the field profile consists of two 

H (x) H (x) 

o 

(a) (b) 

Fig.9. Examples of field profiles in thin superconducting plate. 

For details see Appendix. 

curves (HI (x) and H2 (x» which are, according to the critical-state model, 

parts of the universal function H(x) (shown in the lower parts of Figs. 9a 

and 9b) obtained by integration of Eq.(2) using the experimentally deduced 

J (H) shown in Fig. 5. The shadowed areas, both in the upper and lower 
s 

parts of Fig.9, are equal to the value of integral in Eq. (3). The 

integration limits are different in the two cases, but the value of 

integral is the same. The change of integration limits is associated with 

a translation of curves Ht(x) and H2 (xl (see Fig.9) performed in order to 
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facilitate future calculations of dM/dHo' Accordingly, the integral in 

Eq.(3) can be written as: 

-x x 
-(2/a) IOH(x)dx + (2/a) I1 H(x)dx (from Fig.9a) 

-x 
1 

-x 
-(2/a) jl H(x)dx (from Fig.9b) 

-x -,,/2 

° 
The integration lillits are functions of characteristic fields (Fig.9): 

xo=x(Ho ), x.=x("n+HA) and x 1=x(H1 ), where HI is defined by HI (x)=H2 (x). 

Taking into account that H(O)=O and H(-x)=-H(x), it is seen from Fig.9a 

that x 1=(x.+xo)/2. By using the identity dM/dHo=(dM/dxo)/Js(Ho ) it is 

simple to calculate the derivative of magnetization with external field 

Ho ' The expression which includes both cases illustrated in Figs. 9a and 

9b, is given by 

Here Xl is defined in the following way: 

for x ;t:x -a ° • 

for x <x -a ° K 

(6 ) 

(7) 

In essentially the same way one obtains the expression for dM/dHo in the 

case of K:5I/1:52K: 

dM/dH = 

° 
where x2 is defined as 

and xm=X("n-HA)' 

for x ~ +a ° m 

for x >x +a ° m 

(8 ) 

(9) 

Having found suitable expressions for dM/dH (Eqs. (6) and (8», 
° which, according to Eq. (5), determine the induced voltage Vet) at the 

secondary coils, we have to examine how the particular detecting 
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instrument processes this voltage. As mentioned in the experimental 

section we have been using a two-phase lock-in amplifier SRS10. This 

instrument, for a periodic signal Vet} with frequency w at the input, 

gives at the output the RMS value of the first term (proportional to sinwt 

and coswt) in the Fourier series: 

1 2 'If 
V' = ~ ! Vet} sin~ d~ 

o 

2 'If 
V"= 1 ! Vet} co~ d~ 
~o 

where ;=wt. 

(10) 

By inserting the results from Eqs. (6}-(9) into Eq.(S} and transforming 

the integrals in Eq.(10} to ones with integration limits of 0 and 'If, one 

can describe the output readings from the lock-in amplifier in terms of 

the results of our calculations: 

V' _ 2 'If H(x1 }-H(x2 } 2 
C - -1 + '/fa! J (H ) sin ~ dIP 

o s 0 

(11 ) 

(12) 

where C=(1/V2}NSHAw. The quantities V'/C and V"/C are usually called the 

real and imaginary part of susceptibili ty (~' and ~", respectively). 

As will be shown below, the integrals in Eqs. (ll) and (12) can be 

easily analytically solved if J s is independent of the magnetic field. 

However, in the more general case of a field dependent J s ' numerical 

integration will, in general, be required. 

For the results of our calculations presented in Figs. 6 and 7 we used 

the pre-calculated and computer stored functions H(x} and the inverse one 

x(H}. These functions have been obtained by the use of an analytical 

expression for Js(H} which in turn was deduced by fitting the experimental 

Js(~} data obtained from the measurements in low ac field (HA) to a 

suitable function (Fig.5). In this way, by using the simple formulae for 

numerical integration we have been able, with little expense of computer 

time, to calculate the predicted values of the measured quantities (V', 

V") for arbitrary combinations of HA and~. 

In the case of a low ac field (HACHp ) but for arbitrarily large dc 

field (for ceramic samples IL<H ) one can safely assume J (H}!l!J (IL). 
-1) c1g s s -1) 
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Because of this, H(x) is a linear function of x (H(x)i!Js("o)x) and the 

following relations hold: 

H(xl ) = "0 + HA(cos~+1)/2 

H(x2 ) = "0 + HA(cos~-1)/2 

(13) 

(14) 

Accordingly the integrals in Eqs. (11) and (12) take on the simple forms: 

~' , 
HA 1( 2 _ 4 HA 

= ~ J cos ~ sin~ d~ - ~ ~ 
pop 

(15) 

(16) 

where H =aJ (~)/2. Eqs.(15) and (16) provide a proof of Eq.(I) presented p s-1) 

in the main body of the text. 

Assuming that Js(H) remains constant even at somewhat larger ac fields 

(HAi!Hp) one can predict the magnitude of HA at which the maximum of ~" 

occurs. In the above case, Eq. (16) remains valid up to HASHp ' For still 

larger fields, HA>Hp ' according to Eqs. (7) and (9), ~" remains to be 

determined by the integral in Eq.(16) but with the upper limit of 

integration being determined by cos~l= 1 - 2Hp/HA which is equivalent to 

x =x -a or x =x +a. 
o Mom 

In this way one obtains: 

(17) 

By using the criterion for a maximum of the function~" (Eq. (17» one 

finds: 

(1S) 

As specified above this result can be used only in the special cases where 

Js(H) can be regarded as independent on the magnetic field. In particular 

this means that Eq.(IS) is acceptable only if "o»HA i.e. when 

Js("o±HA)sJs("o)' However Eq.(lS) can be applied even for "0=0, but only 

for very thin ceramic HTS samples. In that case H is a very low field so 
p 

that one can assume J (H )i!J (0) and therefore use the maximum of ~" for s p s 
determination of Js(O) as outlined in the text. 
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RESPONSES OF HIGH T SUPERCONDUCTORS TO VARIOUS COMBINATIONS OF AC AND DC 
c 

MAGNETIC FIELDS 

Fedor GOmory 

Inst. of Electrical Engineering, Slovak Academy of Sciences 

842 39 Bratislava, Czech and Slovak Federal Republic 

1. Introduct ion 

In the study of classical as well 

magnetic measurements are often 1-4 used. 

as high T superconductors, 
c 

In these experiments, the 

response of the sample to an applied magnetic field with the magnitude 

constant or changing in time is observed. In the former case one speaks 

about a DC measurement whi Ie in the later about an AC measurement, 

respectively. Sometimes the combination of AC and DC fields can be very 

helpful, too. Because it is common practice to use different terminology 

in reporting results of such experiments, we will define the basic terms 

used in what follows. First of all, to avoid problems caused only by the 

irregular shape of the sample, we consider a slim cylinder with a height 

much greater than its radius R, placed in a homogeneous magnet ic field 

Bext parallel to the axis. In this case the field acting on the sample is 

equal to Bext However, one should not neglect the fact that the 

magnetization inside the superconducting sample is in general not 

homogeneous. Then the quantity, essential for all experiments where the 

magnetic flux produced by supercurrents flowing in the sample is measured, 

is the mean value of flux density inside the sample 

B (1. 1) 

Here, A is the cross-section of the sample and ~ denotes the magnetic flux 

present in the sample. Due to the analogy with bodies of homogeneous 

magnetization, the superconducting samples are often characterized by the 
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magnetization M, meaning simply the difference between the value of the 

external field Bext and the mean value of flux density over the 

cross-section of the sample 

M = B - B ext t/A - B 
ext 0.2) 

According to this relation, a measurement of t at known A and Bext allows 

us to determine the magnetization of the sample. 

Another thing we must clearly delineate is which measurements are to 

be considered DC and which measurements are to be considered AC. As 

mentioned above, for DC measurements the external magnetic field should be 

constant during the whole experiment. Then the only "pure DC" experiment 

is the measurement on the sample cooled in a DC field switched on at the 

temperature exceeding Te - the so called field-cooled (FC) experiment. 

Exclusively in this way the presence of the Meissner effect in the sample 

can be tested to confirm that the sample exhibits superconductivity. In 

all the other types of measurements shielding currents are induced in the 

sample by the nonzero time derivative of Bext ' which allows one to detect 

the zero resistance state. Consequently, the non-DC class includes also 

the exepriments that are usually reported as DC ones: the 

zero-field-cooled (ZFC) and the switch -off or remanence (REM) 

measurements, respectively. Indeed, in these experiments the field remains 

constant during the registration of the magnetic moment of the sample, but 

this moment was first induced by a sudden change of the external magnetic 

field. Thus this moment is produced by shielding rather than Meissner 

currents. The comparative FC versus ZFC magnetization measurement is a 

very nice experiment. Particularly because it allows one to compare 

shielding with the Meissner effect on the same sample at nearly identical 

conditions. 

Shielding currents induced by nonzero dBex/dt decrease with typical 

time constants, exceeding days in the case of low temperature 

superconductors at liquid helium temperature, and on the order of minutes 

in the case of high Te superconductors at 77 K. Thus we call a measurement 

an AC measurement if the driving field changes periodically in time with a 

period To substantially lower than these time constants. The magnetization 

process can be well described by the magnetization loop, i.e. the M(Bext ) 

dependence at constant temperature T (Fig. 1) . Sometimes a DC field is 
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superimposed upon the AC one to study its influence on the properties of 

the sample. The combination of AC and DC fields in an AC measurement is 

problematical in that the DC field can not be measured directly, but the 

consequences of its presence are recognizable. This is a case of great 

interest and we will discuss some effects observed on the high T 
c 

superconductors under the action of such fields in section 4. In the next 

3 

2 

~ 
5 0 ,. 

-1 

-2 

Ma(Ba) 

-3 
-10 -5 0 5 10 

BexJrnT) 

Fig. 1: Magnetization loop of a high T superconductor. 
c 

section we discuss briefly the physical quantities commonly used in 

discussions of an AC magnetization measurement. 

2.AC susceptibility measurements 

To process the information contained in a magnetization loop, several 

simplifications are often made. It is possible to study the whole loop 

with all its peculiarities,s,B but in most cases the loop may be 

characterized by a set of parameters, related to its significant features. 

We shall now describe a widely used approach of characterizing the loop by 

complex AC susceptibility.7-13 

Let us suppose the harmonic driving field 

B B = B cos(wt) 
ext ac a (2.1) 
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wi th the frequency f 

quantities 

w/2n = liTo. One can define two dimensionless 

x' 

x" 

T 
o 

2 (T B )-1 j' B(t) cos(wt) dt - 1 
o a o 

T 
o 

2 (T B )-1 j' B(t) sin(wt) dt 
o a o 

(2.2a) 

(2.2b) 

called the real and the imaginary part of the complex AC susceptibility. 

What is the physical meaning of these two parameters? 

Remember that harmonic functions are orthogonal within the time interval 

identical with the period To' i.e. the mean value of the product 

sin(pwt)sin(qwt), (where p and q are integers), is 1/2 if p=q while zero 

in all other cases. The same result is valid for the product of two cosine 

functions, the product of sine and cosine functions exhibits zero mean 

value in every case. If we express the time dependence of B in the form of 

the Fourier series 

B(t) (2.3) 

only the first harmonic - with the amplitude B1 and the phase 911 - can 

contribute to the AC susceptibility components X',X". Inserting (2.3) into 

(2.2) yields: 

x' 

T 
o 

2 (ToBa)-1 j' B1 cos(wt+9I1) cos(wt) dt - 1 
o 

x" 

T 
o 

2 (ToBa)-1 j' Bl cOS(wt+9I1) sin(wt) dt 
o 

(2.4b) 

The last two expressions show why the phase sensitive detector (PSD) is an 

ideal device for the complex AC susceptibility measurement. The physical 

meaning of X' and X" can be found if one remembers the basic energy 

relations for a magnetized body. The energy which is converted into heat 

during one cycle of magnetization is 
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T 
o 

Q = 110-
1 i B dB = 110-

1 j' B (t) dB(t)/dt dt 
ext 0 ext 



The dB(t)/dt term yields a nonzero contribution to the integral only for 

the first harmonic 

dB(t)/dt 11st harmonic 

and the loss per cycle can be calculated as 

Q (2.5) 

Comparing this result with (2.4b) one easily obtains the relation 

(2.6) 

giving the physical sense of the imaginary part of AC susceptibility. The 

heat has in our notation a negative sign which means that X" is a positive 

number. 

Similar procedures must be carried out to reveal the meaning of X'. 

Here we start from the expression for the magnetic field energy inside the 

sample, averaged over one cycle of magnetization 

T T 
o 

w = ( T) -1 f B (t) B( t) dt 
m 110 0 ext 

o 

Similarly, as in the previous case, the orthogonality of harmonic 

functions was taken into account. After evaluation of the last integral we 

obtain 

(2.7) 

In the high Te superconductors the normal state resistivity is large 

enough to allow one to neglect the eddy current effects, and the magnetic 

susceptibility can be taken as zero. Then, at T>Te it is B1= Ba and cos~1= 

= B2 /(21l). When the 
a 0 

-1, and the averaged value of magnetic energy is W 
nor 

sample becomes superconducting the energy values will differ by 

W - W 
m nor 

(2.8) 
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Because the magnetic field is expelled from the superconductor, 6W is 

negative resulting in negative value of X' . 

As we have seen, both parts of the complex AC susceptibility 

characterize the energy exchange between the sample and the source of the 

AC field. The real part reflects the screening properties expressed as a 

difference between the energy (of magnetic field in the sample) in the 

nonsuperconducting and the superconducting states, respectively. The 

imaginary part corresponds to the amount of the AC field energy converted 

to heat. Both these quantities depend on the whole course of the 

magnetization process rather then on some significant points, and they can 

be used in thermodynamic considerations. However, I recommend the use of 

another set of parameters characterizing the magnetization loop (see 

section 3). These behave similarly as X' and X", but instead of energies 

they are related to magnetizations. 

3.Measurements of the amplitude and remanent AC susceptibility 

Let us consider a phase sensitive detector (PSD) having the following 

features: 14-16 (i) the whole frequency spectrum of the input signal can be 

processed without filtering, (ii) the mixer Signal is a square wave and 

(iii)there are two output channels of the PSD, differing in the shift of 

the mixer square wave. Then, the input voltage u(t) is multiplied by the 

functions 

r (t) 
s 

(
+1 

-1 

if 

if 

r (t) 
c 

( 
+1 

-1 

if 

if 

Ost<T/2 
o 

T 12 s t< T o 0 

o s t < T 14 or o 

T 14 s t < 3T 14 o 0 

3T 14 :os t < T o 

and the output channels of the PSD giye the voltages 

S' 

T 
o 

(T )-1 J u(t) 
o 0 

r (t) dt 
s 

T 
o 

S" (T )-1 J u(t) r (t) dt 
o 0 c 

Let the voltage ui induced in one turn of the pick-up coil, wrapped 

tightly around the sample, be the PSD input signal. Because this is simply 

the time derivative of the flux ~ inside the sample, the relation 
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f u. (t) ret) dt = f -(d~/dt) ret) dt = -f ret) d~ 
1 

holds for the both rand r , replaced here symbolically by r. The result 
s c 

of the integration is the sum of ~ values at the moments when the mixer 

functions change the sign: 

-2 [~(T /4) - ~(3T /4)]/T 
000 

(3.1a) 

(3.1b) 

The last expressions can be further simplified if we consider a 

symmetrical hysteresis loop 1 ike that in the Fig. 1. In such a loop, 

according to Eq. (1.2) and Eq. (2.1), the following relations are valid: 

at 

at 

at 

at 

Then 

S' 

S" 

t=O: B B 
ext a 

t=T /4: B 0 
0 ext 

t=T /2: B -B 
0 ext a 

t=3T /4: B 0 
0 ext 

- (2A/T ) [-M B - M - B 1 
o a a a a 

M = M = ~(O)/A - B 
a a 

M = M 
r 

M = -M = ~(T /2)/A + B 
a 0 a 

M = -M 
r 

(4A/T ) [M + B ] 
o a a 

-(2A/T ) 
o 

M + M ] -(4A/T ) M 
r r o r 

(3.2) 

As we can see from these relations, the present mode of using the PSD 

allows us to obtain information about the magnetization of the sample at 

two significant moments: at t=O or To/2, when the field is maximal, and at 

t=T/4 or 3T/4, when it is zero. To facilitate comparison with the 

complex AC susceptibility, we normalize the output signals of the PSD by 
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the 5' val ue measured with the sample in the normal state (M = 0); 
a 

5~or=(4A1To)8a' The normalized output Signals are 

5' /5' 1 + M /8 
nor a a 

These expressions, although derived for a one turn pick-up coil, are valid 

for pick-up coils with an arbitrary number of turns, 1. e . the above 

normalization cancels out all instrumental constants. Thus, we can 

characterize the magnetization loop by two dimensionless quantities 

x = M /8 
a a a 

5' /5' - 1 
nor 

x = M /8 
r r a 

(3.3) 

that could be well called amplitude susceptibility for X ) and remanent 
a 

.2 

Xr.X" 

.1 

o 

- .5 

-I 

75 80 85 gO g:; 

Temperature [K] 

Fig.2: Comparison of the true AC susceptibility components X', 

X" (solid lines) with the "wide band AC susceptibilities" Xa' 

Xr (dotted lines). Ref. 17, sample C, Ba= 0.5 mT, f= 333 Hz. 

susceptibility ( for Xr ). What are the main features of these "wide band" 

susceptibilities? They are similar to their "narrow band" counterparts X', 

X" in the sense that at temperatures T>Tc X'=X"=Xa=Xr=O ; while for T«Tc 

X'=X = -1 and X"=X = O. In the intermediate temperature region X·~X >0 and 
a r a 

X"~X >0. The temperature dependence of X is similar to that of X' and X 
r a r 

resembles X". This is illustrated in Fig.2, where X', X", Xa and Xr are 
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plotted as' measured on the same polycrystalline sample of YBa2Cu30x 

[Ref. 17, sample C). Notice the coincidence of the onset temperatures as 

well as slight differences in the temperatures T at which the X" and X 
m r 

curves reach their maxima, and in the magnitude of the maxima. These 

differences are partially caused by the nonlinearity of the magnetic field 

profiles inside the sample, resulting in a difference between the 

penetration field and the field at which X" or X reach the maxima. 
r 

Theoretical calculations for a cylindrical sample using the simplest Bean 

model 18 with j = const. give max(x") = 2/(3n) = 0.212, while max(x ) = 1/4 
c r 

= 0.25. Corresponding values for both remaining quantities are X' (T ) 
m 

8a [T) 

Fig.3 : Typical dependence of the "wide band AC 

susceptibilities" x, X on the AC field amplitude B . Ref. 17, 
a r a 

sample B, T= 77 K, f= 123 Hz. In order to use a logarithmic 

scale, l+xa is plotted instead of Xa<O. 

-1/4 = -0.25 and X (T ) = -1/3 = - .333, respectively. The maxima in Fig.2 
a m 

do not reach these values due to the presence of two types of screening 

currents in the sample. 19 

Using X, X instead of X', X" has another advantage : i.e. a 
a r 14 

comparison with Campbell's method is possible thanks to the fact that in 

Campbell's method the measured quantity is the in-phase signal of the PSD 

working in the wide band mode (in our notation S'). From this value 

measured at different B one can construct the magnetic field profile 
a 

inside the sample at given temperature T. Then it is easy to check some 

points X (T,B ) obtained by both methods ( i.e. variable T at constant B , 
a a a 

variable B at constant T) to see if they coincide. 
a 
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The out-of-phase component X can be utilized as well: 16 it is quite 
r 

useful to plot - at given temperature - both Xa and Xr as functions of Ba · 

To allow the use of logarithmic coordinates, l+X is plotted instead of X 
a a 

which is negative. In Fig.3 such a plot is given for another 

polycrystalline YBa2 Cu30X sample [Ref. 17, sample BJ. In the range of 

amplitudes used, the intergrain currents prevail in the shielding of the 

sample, therefore only one peak is seen in the X (B ) dependence. In this 
r a 

way, using the "wide band AC susceptibility parts" Xa ' Xr instead of the 

true AC susceptibilities X', X" allows us to perform with the same 

arrangement diverse experiments: (i) X (T), X (T) measurement with B as a 
a r a 

parameter (i i) X (B ), X (B) measurement wi th T as a parameter, X (B ) 
a a r a a a 

obtained in this experiment can be used directly for constructing the 

magnetic field profile according to Campbell's method. 

There is another reason why such comparable measurements are rather 

unusual : Campbell's method was developed to study superconductors in a 

small AC magnetic field superimposed upon much higher DC background 

fields, while in more common AC susceptibility experiment only ac AC field 

is used. 20 The situation in the intermediate region, 1. e. when AC and DC 

fields are comparable, will be discussed in the following section. 

4.AC measurements at AC and DC fields of comparable amplitude 

In the simple geometry chosen here to avoid the complications not 

related to the magnetization process itself (i.e a slim cylinder in a 

homogeneous external field parallel to its axis), the 1st Maxwell equation 

has the form 

8B(r,t)18r = ~oj(r,t,B(r,t» (4.1) 

where r is the radial coordinate. This differential equation has to be 

solved with the boundary condition B(R) = Bext ' R being the radius of the 

cylinder. Having solved Eq. (4. 1) one can insert B(r) into (1.1) to 

calculate B(t). In the case of a symmetrical driving field Bext(t+To/2) = 

B (t), only two values - B(O) and B(T 14) - are necessary to calculate 
ext 0 

X and X· Otherwise we need two more values, B(T 12) and B(3T 14). In 
a roo 

this way, calculations of the "wide band AC susceptibilities" X and X 
a r 

are completely finished. However, if one is interested in calculating the 

AC suscept i bi 1 i ty parts X' and X", the complete time dependence of j (r, t) 
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is essential in determining B(t). As a next step, the integrations (2.2) 

must be done to obtain X' and X". Comparing the procedure having as a 

result X and X with that yielding X' and X" one can clearly see that the 
.. r 

comparison between the theory and the experiment is much simpler if we use 

the "wide band AC susceptibilities" X" and Xr instead of the true ones 

1. e. X', X"· 

The key point in solving Eq. (4.1) is the appropriate choice of 

j(r,t). Suppose that our sample is spatially homogeneous in the sense that 

it has the same properties on the surface as in the center, and let us 

ignore the rate dependent effects like flux creep and flux flow. Then the 

macroscopic picture (with an exception of an outer shell with the 

thickness given by the London penetration depth, AL' containing the 

Meissner currents) is given by the macroscopic critical current density 

jc(B(r» whose magnitude depends on the local value of magnetic field B(r) 

and its orientation (+) is determined by the most recent local 

nonzeroelectrical field. The quantity characterizing this picture is the 

penetration field 

B 
P 

One of the approaches widely used is to superimpose on the AC field a 

DC field B exceeding many times B . Then the local value of B(r) differs 
d p 

only slightly from Bd and IJc(r) I can be taken constant. On the other 

hand, in typical AC suscept i bi Ii ty experiments no DC field is used. In 

this case Eq.(4.1) must be solved in a self-consistent manner and solving 

it starts with some tentative Jc(B) dependence. Different solutions, well 

suited for high T superconductors, have been found recently. 21-24 
c 

Only few data are reported from experiments on high T 
c 

superconductors in the intermediate region Bd"'Ba' Therefore, we have 

tested in this domain the properties of various polycrystalline YBa2Cu30x 

samples differing in their densities as well as grain sizes. 17 The samples 

were cylindrical, with 1 mm radius and 12 mm height. The quantities 

measured in our study were the amplitude AC susceptibility X and the 
a 

remanent AC susceptibility X as function of temperature (at constant B 
r " 

and B ) or as function of the AC 
d 

field ampl i tude (at constant T and B ), 
d 

respecti vely. Along with these two dependences, field profiles have been 

constructed using the same data. There have been observed several unusual 

effects, present in some extent in the experiment on every sample and, 
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therefore, of general validity. To illustrate these effects some 

appropriate curves measured on different samples have been chosen. Effects 

worth mentioning are the following: (i) In the Xa(T) dependence, measured 

at certain combinations of AC and DC fields, a temperature interval 

exists, where xa(T,Bd)<xa(T,O) - see Fig.4 . This means that the shielding 

of the sample under these circumstances is better when the DC field is 

applied than if Bd=O . The remanent flux is, as expected, smaller. (ii) On 

the curves linking Ba with the normalized penetration depth 6/R obtained 
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X. 
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Fig.4 : Temperature 

susceptibilities" X, 
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r 

of 

curves 

the "wide 

differ in 

band AC 

DC field 

superimposed on the AC field: solid lines - Bd= 0; dotted lines -

Bd= 2 mT. Ref. 17, sample B, f= 123 Hz, Ba= 2 mT. 

following Campbell's method, some portions with negative slope d(6/R)/dB 
a 

appear - see Fig. 5, solid line. Curves in Fig.5 were obtained by 

processing raw experimental data without any smoothing or correcting 

procedures in order to avoid possible introduction of artefacts . It is 

without doubt, that in a certain interval of AC field amplitudes the 

shielding is better at higher Ba' Data of Fig.5 show that for an applied 

DC field of 10 mT the curve exhibits the form typical for the high T 
c 

25-28 superconductor . (i i i) The dependence of the remanent AC 

susceptibility X on B exhibits at some combination of AC and DC fields 
r a 

complicated behavior with two maxima, while at other combinations only one 
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maximum is present. This is illustrated in Fig.B, by the dependence 

measured at Bd= 2 mT. The curves measured on this sample at Bd=O as well 

as B = 10 mT exhibited only one intergrain maximum. According to the 
d ~ 

two-component model of high Te superconductor one expects one maximum 

due to intergrain currents and another maximum due to intragrain ones. 

Howeverj at 77 K the AC field in the given interval of interest is too 

weak to penetrate the grains, and all the maxima can be ascribed to the 

intergrain currents only. 

a 
5 

b 

SIr' 
ImTi 

15 

10 

c 

Blr) 
ImTJ 

5 

Btr, 
0 ImTJ 

0 

-5 

surface centre 

0 

-5 
surface 

Fig.7: Calculated profiles of the magnetic field at wt=O (upper 

parts) and at wt=1l (lower parts) inside the cylindrical sample 

with R= 1 mm at different values of the 

various superimposed DC fields: aI Bd= 0, 

mT. Kim's model of jc(Bl dependence with 

N/m3 • 

AC field amplitude and 

bl ~d= 2 mT, cl Bd= 5 

B = 5x10-s T, 0/,= 4x103 
o 

All these strange effects have been explained taking into account the 

strong dependence of the intergrain critical current density on the local 

magnetic field B(rl, a feature confirmed by other experiments on high T 
e 

samples as well. 29-37 The principal understanding can be gained following 

the three cases of AC field penetration illustrated in Fig.7. Here, the 

magnetic field profiles have been calculated by numerically solving 

solving Eq.(4.1l, omitting the surface currents and using Kim's model 3B to 
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describe Jc(B(r» dependence: 

J (r) = a.I(B + B(r» c 0 

where ex and Bo are constants and Jc(r), B(r) are local values of the 

critical current density and the magnetic field, respectively. To express 

this dependence other models can be used as well,32,33 but the main 

feature remains: At Bd comparable with Ba a region inside the sample 

exists where the local B(r) is nearly zero. In this case the value of the 

critical current density averaged over the sample's cross-section 

increases dramatically, causing the appearance of the effects (i) and (ii) 

mentioned above. The effect (iii) can be explained when we encounter the 

existence of two characteristic penetration fields at these circumstances: 

the first penetration field is reached when the profile first reaches the 

center of the sample (nearly 1.8 mT in Fig.7c), the second one appears 

when the lower part of the profi Ie, corresponding to wt = n, crosses 

notably the B(r) = 0 line. Increasing the DC field to values exceeding the 

AC field amplitude, the Jc(r) dependence for a homogeneous sample 

approaches a constant value and the second penetration field can no more 

be reached. Then the results obtained by Bean can be qualitatively applied 

to check the experimentally observed dependence. Analytical solutions for 

the profiles obtained using a simplified Kim's model with Bo = 0 can be 

found in Ref. 39. 

There is another feature seen in our data, typical for the high Te 

samples: The Xa,r(Ba) IT,B and Xa,r(T) IB ,B dependences differ with 
dad 

respect to the sequence of cooling the sample and DC field application. In 

the X (B) experiments the DC field was applied for T>T and the sample 
a,r a c 

cooled to T<T .In this case a higher B was needed to reach the center of 
e a 

the sample than in the case of cooling the sample in zero field and 

applying B 
d 

with the sample in the superconducting state. Similar 

observations have been done in the X (T) experiments: the intergrain 
a,r 

maximum was reached at a higher temperature when the sample was cooled in 

DC field than in the case when it was first cooled and the DC field 

applied at T«T . This effect is illustrated in Figs. 8 and 9, c 

respectively. In Fig.9 one can see that the intragrain maximum (close to 

Te) is not affected by the manner in which the DC field is applied. The 

difference in sample response with regard to the principal (intergrain) 

maximum is more noticeable in porous samples with large grains than in the 

fine-crystalline BiSrCaCu0 4o , and it vanishes in single crystals. 4 Thus it 
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should be ascribed to the influence of intragrain currents on intergrain 

ones. A possible explanation is as follows: During the cooling in DC field 

the grains expel the magnetic flux producing a self field directed 

oppositely to Bd• Then the actual field inside the sample is lower than Bd 

due to intragrain currents. This does not succeed when one cools the 

sample in zero DC field, and switches the field on at low temperature, 

inducing mostly the intergrain currents shielding the grains from the DC 
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Fig.8: Influence of the succession of cooling and DC field 

switching on the "wide band AC susceptibilities" Xa , Xr · Bd= 5 

mT was applied before (FC) and after (ZFC) cooling the sample 

from 95 K to 77 K (the temperature of measurement). Ref. 17, 

sample B, 123 Hz. 

field. In this case the grains do not contribute notably to the self field 

and the AC field penetrates more easily into the sample. The self field 

produced by the grains is weaker also in samples with small grain size due 

to so called "magnetic invisibility effect",41 i.e. penetration of the 

magnetic field in the outer shell of the grain with a thickness given by 

the London penetration depth \' resulting in decrease of the magnetic 

flux expelled from the sample. In this way, the small grains became 

"invisible" in magnetic measurements. 

Up to now only AC measurements have been discussed, with DC fields 

applied in various ways. An interesting question is, if it is possible to 

do some comparison between the results of such experiments and those 

obtained by DC magnetization measurements. 
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5. Comparison of AC and DC experiments 

To facilitate comparisons, we express the results of DC experiments 

in dimensionless quantities 

that can be reasonably called ZFC and FC susceptibilities, respectively. 

The ZFC susceptibility is a special case of the amplitude AC 

.2 

x, 

.1 

o 

- .5 

x. 

-1 
75 80 85 90 95 

Temperature [KJ 

Fig.9: Influence of the succession of cooling and field 

switching on the "wide band AC susceptibilities" X, x. Full 
a r 

lines - the curves measured at warming up the sample cooled to 

77 K in DC field of 5 mT; dotted curves - the same but cooled in 

zero DC field with successive switching on the DC field at 77 K. 

Ref. 17, sample B, 123 Hz. 

suscepti bil i ty Xa ' because it corresponds to the point (B, M) on the 
a a 

magnetization loop (see Fig.1) . The FC susceptibility has no AC analogue, 

because it reflects the Meissner effect rather than the shielding effect 

observed in the experiments with nonzero dBex/dt. Among the comparisons 

of ZFC and FC susceptibilities, the determination of the irreversibility 

line, i.e. the line dividing the (Bd,T) plane into two regions is of great 

interest. 42 In th ibl i hil i th i ibl e revers e reg on XZFC = XFC ' wen e rrevers e 
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region XZFC< XFC • It is difficult to determine the irreversibility line 

directly from the DC magnetization measurements, therefore AC measurements 

are very often used to localize it.43 

In order to check the validity of this approach, a comparison of the 

results obtained on the same sample in DC measurements using a vibrating 

sample magnetometer with those given by the wide band AC susceptibility 

measurement as described in section 3 was done. Samples of BISrCaCuO 
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Fig. 10: Comparison of the "wide band AC susceptibilities" X, X 
a r 

with the DC susceptibilities XZFC ' XFC • BiSrCaCuO 

polycrystalline sample with ~75% of the 110 K phase and ~25% of 

the 80 K phase. 

chosen for this study were in the form of a parallelepiped with dimensions 

lx3x6 mm3 cut from the polycrystalline pellets prepared by the solid state 

reaction from fine powders. 4o In sample A, the content of 110 K phase is 

nearly 100%, while the sample B contains 25% of the 80 K phase. In Fig. 10 

the comparison of Xa,Xr,XZFC and Xrc measured on sample B at Ba=Bd= 1 mT 

is given. The temperature Tm' at which Xr reaches its maximum coincides 

well with the temperature T!rr' corresponding to the irreversibility line. 

However, one should not forget that this sample is multiphased 1. e. two 
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superconducting components and therefore must ascertain if this 

coincidence is true also in the case of aone-component sample, i.e. sample 

A. Results of experiments with this nearly single phase sample reveal that 

the rule Tm= Tirr is not valid for this sample. In Fig. 10, where the 

curves obtained at Ba= Bd= 1 mT are given, a two-step transition from 

normal to superconducting state is observable on the 1a' ~c and ~c 

curves. The first step near T can be ascribed to the transition of the 
c 
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Fig.11: Comparison of the "wide band AC susceptibilities" 1, 1 
a r 

with the DC susceptibilities 1ZFC ' 1FC . BiSrCaCuO 

polycrystalline sample with nearly 100% content of the 110 K 

phase. Ba=Bd= 1 mT. 

grains, connected with the expulsion of nearly 11% of the magnetic flux 

from the sample's volume. Remanent susceptibility 1, 
r 

representing the 

magnetic flux trapped in the sample at the time when the amplitude of the 

AC field is zero, starts to increase with some delay with respect to the 

other susceptibilities. It becomes noticeable, when the temperature falls 

below Tirr ( the temperature of splitting between 1zrc and 1FC ) , but the 

maximum of Xr is reached at the temperature Tm somewhat below Tirr A 

probable explanation is that in this sample the irreversibility starts 

when the intergrain weak links become superconducting, and the maximum of 
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remanent flux is reached when the whole sample volume is filled by the 

intergrain critical current density. This idea can be further supported by 

data shown in Fig. 12, where the susceptibility data measured on the same 

homogeneous sample A at a higher magnetic field Ba=Bd= 8.5 mT are 

presented. The division of the transition into two steps is not so clearly 

visible here, but the completion of the first step (that is supposed to 

correspond to the transition of the grains) roughly corresponds to the 
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Fig.12: Comparison of the "wide band AC susceptibilities" X, X 

a r 

with the DC susceptibilities XZFC ' XFC . Bi5rCaCuO 

polycrystall ine sample with nearly 100% content of the 110 K 

phase. Ba = Bd = 8.5 mT. 

irreversibility temperature Tin. The difference between the temperature 

T (at which the remanent susceptibility Xr reaches its maximum), and T 
m In 

is nearly 10 K in this experiment. Thus a reconsideration of the 

dependences observed on the inhomogeneous sample B, presented in Fig. 10, 

should be done. In this sample, according to the X-ray analysis, the 80 K 

phase consists of grains with size much larger than that of the 110 K 

phase. At temperatures over 80 K, they behave as non-superconducting 

voids, screened by the intergrain supercurrents connecting the grains of 

110 K phase-. According to the classical flux creep model,44 it is possible 

to expect shorter relaxation times for these currents due to weaker 

pinning by the intergrain loops with a smaller current carrying 
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capability or larger characteristic space scale. Thus at T>T1rr , where 

only the reversible part of screening currents is discernable in the DC 

measurement, the irreversible screening currents with short time constant 

are observable only under AC conditions. The existence of such currents at 

T>T1rr follows from the nonzero remanent AC susceptibility Xr in this 

temperature interval. The completely reversible shielding for both DC and 

AC regimes is observed - similarly as in the case of the homogeneous 

sample A - only in a narrow interval near Te' corresponding to the 

shielding of the 110 K phase grains itself. Other explanations are 

possible as well and the results of these measurements indicate that the 

comparison of DC and AC measurements on high T samples4S ,46 can stimulate 
e 

further improvements of the models describing the behavior of these 

materials. Of course, similar experiments should be done on better 

characterized, single crystal samples. 

6. Conclusions 

In the paper an approach is presented that allows one to perform 

direct comparison of experimental results obtained by measuring the 

response of high T 
e 

superconductors on various combinations of AC and DC 

fields. It consists in representing results of the AC measurements in 

terms of "wide band" AC susceptibilities, that express the magnetization 

of the sample at the maximum and at the zero value of AC field, I.e. X 
a 

and Xr ' respectively. Interesting results obtained by various AC methods 

can then be direct ly compared. Theoret ical treatment of the resul ts are 

simpler and can be more easily understood. Another attractive feature of 

this method is that it allows one to compare results of AC measurements 

with those obtained by DC measurement. 

The utility of the described approach was demonstrated by the 

analysis of experimental data obtained on various polycrystalline samples. 

Characteristic features such as the existence of two types of 

supercurrents the intergrain and the intragrain ones, the strong 

dependence of the intergrain cri tical current density on the magnet ic 

field, and the presence of flux creep with the time constants much shorter 

than those typical for the low temperature superconductors has been 

illustrated. 
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NONLINEAR A.C. SUSCEPTIBILITY RESPONSE 

NEAR THE IRREVERSIBILITY LINE 

L. Civale, T.K. Worthington, L. Krusin-Elbaum and F. Holtzberg 

IBM, Thomas J. Watson Research Center 
Yorktown Heights, NY 10598-0213 

INTRODUCTION 

The analysis of the response to a.c. magnetic fields has been one of the most popular 

techniques to study the magnetic properties of conventional type II superconductors. The 

essence of the method is to immerse the sample in an a.c. magnetic field generated by a coil, 

and to monitor its response either by the change in the impedance of the same coil, or by the 

signal induced in a second coil magnetically coupled to the sample. The a.c. field is charac­

terized by its frequency and amplitude. The response of the superconductor can be studied 

as a function of temperature and the value of a d.c. magnetic field superimposed on the a.c. 

excitation. Very often, a harmonic a.c. field is used, and both the out of phase and in phase 

components of the response signal are detected. These components are related to the real 

and imaginary parts of the samples ac magnetic susceptibility, x' and x" respectively. (Note: 

the phase is with respect to the phase of the a.c. field, x' measures the amount of shielding 

and x" the amount of energy loss due to the induced current.) H the sample is a type II 

superconductor, then depending upon the amount of vortex pinning, the sample geometry, 

the frequency and the sensitivity of measurement, information related to the lower and upper 

critical fields, the reversible magnetization, the flux flow resistivity and the flux pinning can 

be obtained. These properties can also be studied by transport and d.c. magnetization, 

however, a.c. magnetic measurements do not require the attachment of leads to the sample, 

and the experimental setup, based on phase detection, is simpler than the magnetometers 

required for d.c. magnetic studies. The price paid for these experimental advantages is a more 

complex interpretation of the results, which are function of a considerable number of vari­

ables. 
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Data analysis is even more complex in the case of high temperature 1 and other high /( 

superconductors 2, due to the existence of an unpinned vortex regime over a wide range of 

temperatures and fields. The boundary between the pinned and the unpinned regime is often 

called the irreversibility line 1, 3, and constitutes one of the most interesting features of these 

materials. Whether this line is a true phase transition (from a vortex liquid to a vortex solid, 

either crystalline or glassy), or just a dynamic crossover (i.e., the thermal relaxation becomes 

so fast that the system reaches equilibrium in the time scale of the experiment), is a question 

of much controversy 4-10. It is experimentally clear, however, that the magnetic response 

of the vortex system undergoes a qualitative change in behavior in a narrow range of the 

field-temperature (H-T) plane 11. Most of the specific predictions of the various theoretical 

models for the irreversibility line have, for the most part, focused on the behavior of the 

current-voltage (I-V) curves, (more precisely, electric field vs current density, B-J). For a 

given d.c. magnetic field, the B-J curves measured at high enough temperature (but already 

below the mean field transition temperature, To(H» are linear, reflecting the flux-flow re­

sponse of the unpinned vortices. At low enough temperature, on the other hand, the be­

havior is similar to that usually observed in low Tc superconductors, the electric field remains 

very small until a critical value of the current density, Jc' is reached, and then B increases 

rapidly with J. Near the irreversibility boundary the B-J curves are highly nonlinear, and 

neither of these two limiting situations give a good description of the data 11. 

The goal of this work is to show how, by carefully choosing the various parameters, 

a.c. susceptibility measurements can be used to study the magnetic response of the vortex 

array in different regimes. We present here measurements of X' and x" on YBa2Cu307 

single crystals as a function of temperature, d.c. magnetic field, frequency and amplitude of 

the a.c. field. We correlate these results with the simpler to analyze, but experimentally dif­

ficult to obtain, I-V data. 

A.C. RESPONSE OF NORMAL METALS AND TYPE n SUPERCONDUCTORS 

In this section we will summarize some very well known results 12-15 about the meas­

urement of a.c. susceptibility in normal metals and conventional type n superconductors. 

Unless otherwise specified, we will use Gaussian units. Suppose that we put a long cylinder 

of radius R of a normal metal inside a coil that produces a uniform a.c. field hac = hoei"'t. 

In addition, a d.c. field Ho may be superimposed. The metal is characterized by a current 

independent resistivity Pn (we will assume that the material has a permeability of unity). The 

314 



time varying field will induce eddy currents in the metal which, according to Lenz's law, will 

try to reduce the variation of the magnetic flux inside the cylinder. As a consequence, there 

will be a spatially nonuniform distribution of oscillating current and field inside the cylinder, 

both of which will decay from the surface toward the center. Using Maxwell's equations and 

Ohm's law, E = Pn J, a diffusion equation for any of the variables (B, E or 1) can be written 

(see article by A.F. Khoder this volume). The solutions of those equations depend on the 

sample geometry and can be very complicated for realistic sample shapes. The simplest case 

is that of a semi-infinite sample with a planar boundary, where the decay is exponential in 

the coordinate perpendicular to the surface. For a cylinder, the current and field can be ex­

pressed in terms of Bessel functions of the radial coordinate. In any case, the decay will 

occur in a characteristic length known as the "skin depth" of the normal metal, 
2/ 1/2 1 6n = (Pnc 2'lTw) . This can be expressed in more conventional laboratory units as 

6n = 5030"" Pn/f ,where 6n is in centimeters, Pn in Ohm-cm, and the frequency f in Hertz. 

If a second coil is tightly wound around the sample, an alternate voltage proportional 

to dcIJ/dt, where cIJ is the magnetic flux through the sample, will be induced. We can define 

an average internal field Bav(t) = cIJ(t)/'lTR2, where R is the radius of the cylinder. This 

space averaged field can be decomposed into a time independent part (which in this case 

equals Ho), and a time dependent part, bait). Due to the linearity of the equations governing 

the behavior (which is a consequence of the current independence of the resistivity, i.e. Ohms 

law), bav(t) will be harmonic, i.e., it will not have any Fourier components other than at the 

drive frequency, w. As a result, a complex a.c. susceptibility, X can be defined: 

bay = (1 + 4'lTX)hac' where X = x' + iX". Both components of X are functions only of the 

ratio of 6n to the radius of the cylinder. Calculated values of X' and X" are show in Fig. 1 

(a), adapted from ref. 15, as a function of x = 6/R. The interpretatiori of these results is 

well known. The inductive component X' measures the amount of screening of the a.c. field, 

and the resistive component X" measures the loss. When x» 1 (6n » R), the a.c. field 

largely penetrates the sample, so both X' and X" '" O. When x« 1 (6n «R), the a.c. field 

is almost completely screened, thus X' '" -1/4'lT. As the screening currents are confined to a 

narrow region close to the surface, the losses are low, and x" '" O. At some intermediate 

value of x, when 6n"'R, the screening is approximately one half of the maximum and the 

losses reach a maximum value. 

For fixed w and R, the measurement of X is equivalent to a measurement of Pn. The 

variable x can be explored by sweeping the temperature, thus allowing a measurement of 

Pn(T), or, if the metal has a magnetoresistance, sweeping of Ho will allow a measurement 
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of Pn(H). The range of Pn that can be experimentally accessed can be adjusted by changing 

'" and R. A very important assumption here is that 8n does not depend on bo, i.e. the material 

has linear I-V behavior. Hence, x' and x" are independent of the amplitude of the a.c. field 

used in the experiment. 

In an ideal type n superconductor without pinning, a viscous flow of the vortices in the 

mixed state can be induced by an arbitrarily small current. That movement is dissipative and 

generates an electric field E = Pff J, where Pff is called the flux flow resistivity 16. The 

magnitude of this dissipation can be large, Pff = Pn ~, approaching the normal state 
Hc2 

resistivity at H = Hc2. Although the microscopic origin is very different than in the case of 

a normal metal, the flux flow regime is also ohmic (i.e. Pff is independent of J), and so the 

a.c. response in both cases will be very similar. It is only necessary to replace Pn with Pff in 

the expression for the skin depth to calculate a flux flow skin depth, 8ff. (We will ignore the 

effect of the reversible susceptibility which is very small near T C' see article by J .R. Clem this 

volume). Here again x' and x" are independent of the amplitude of the a.c. field. This be­

havior has been observed, for instance, in almost pinning-free samples of Nb alloys 17. 

In most cases, conventional type n superconductors contain pinning sites that trap the 

vortices and prevent their movement until the critical current has been reached. When the 

external magnetic field is changed, screening currents are established, as in the case of a 

normal metal or a pinning-free superconductor. However, in contrast to those cases, if pin­

ning occurs and J :S Jc there will be no dissipation, and thus the current will not decay with 

time. (We are neglecting thermal activation effects, which will be discussed later). Due to 

the persistent nature of the supercurrents, d.c. magnetic fields will also be screened. If the 

variation of the external field is not too small, the resulting distribution of B and J inside the 

superconductor is well described by the critical state model (CSM) 18, which asserts that the 

current density in any macroscopic portion of the sample is either Jc or zero, depending on 

the magnetic history. In the presence of an a.c. field, the current will alternate sign to screen 

the field variations. Whenever the direction of the current reverses there will be a hysteretic 

energy loss due to the work done by the a.c. source to reverse the current direction in the 

sample. The envelope of B will now decay linearly with distance from the surface, in contrast 

to the exponential decay in the ohmic case. The a.c. current and field will penetrate to a 

depth T. =....£... bo/Je' beyond which the a.c. field is totally screened. A time dependent 
II 4'IT 

average internal field can also be defined for this case, but there is an important difference. 

Since ~ depends on bo, bav(t) also depends on bo. This is a consequence of the nonlinear re­

lation between E and J, and implies that bav(t) will be nonharmonic, i.e. the relation between 
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culated a.c. susceptibility response for a cylinder of Type IT superconductor with ra­
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(Adapted from Ref. 15). 
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bav(t) and ho now involves higher Fourier components 19. Using a lock-in detection tech­

niques we can measure the fundamental components X' and X", which are functions of the 

ratio of Lp to the characteristic dimension of the sample. The predicted behavior of X' and 

X" for a cylinder of radius R are shown as a function of Lp/R in Fig. 1 (b), adapted from ref. 

15. 

The behavior of both systems as a function of the characteristic length, x, is very sim­

ilar. Both show steps in X' and peaks in X", which in both cases occur when x'" 1, i.e., when 

the distance of penetration of the a.c. field is approximately the radius of the cylinder. The 

difference is that in the case of the normal metal or an unpinned superconductor, 15 is pro­

portional to w - 1/2 and is independent of ho, while for the superconductor with pinning, Lp 

depends linearly on ho and is independent of w (apart from thermal relaxation effects). For 

samples of different geometries, the details of the shape of the X' and x" curves will differ 

slightly, however, the peak in x" and the step in x' will always occur when I5n, I5ff , or Lp ap­

proximately equal a characteristic sample length. Moreover, the dependence of 15 on wand 

Lp on ho holds for any geometry. 

THE IRREVERSIBILITY LINE AND THE I-V CURVES 

In reality, the behavior of high Tc and other high" superconductors is more compli­

cated due to thermal activation. As the superconductor is cooled through the mean field 

transition temperature, To(H), fluctuation effects round the sharp change from normal state 

behavior to flux flow behavior. At some lower temperature vortex pinning develops and the 

I-V curves develop nonlinear character. Figure 2 shows the resistive transition of a 

YBa2Cu307 single crystal in a 7 Tesla field 11. Also shown in this figure is the extrapolated 

normal state resistivity and the estimated value of the Bardeen-Stephen flux flow resistivity. 

There is a region where the resistivity suddenly drops below the Bardeen-Stephen value. The 

cause of this behavior is not agreed upon, but the I-V character in this region remains linear. 

Only at lower temperature does nonlinear character develop. Figure 3 shows 19 E-J curves 

at 7 Tesla for this crystal taken 0.1 K apart from 80.94 K to 78.91 K (this temperature range 

is indicated in Fig. 2) 11. The onset in nonlinear behavior is quite sudden, taking place at 80.3 

±0.1 K. For the purposes of this discussion we will call the field dependence of the tem­

perature where this nonlinearity develops the irreversibility line, Hirr(T). The rationale for 

this definition is that nonlinearities in the I-V curves will necessarily lead to irreversible 

magnetic behavior. This definition is not universally accepted by the High-Tc community. 
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However our purpose is to describe in detail a particular experimental technique and discuss 

what the results of this technique imply about the E-J data, not to argue about the particular 

models and definitions. There is some evidence in Fig. 3 of an additional linear region in the 

E-J curves at low current in the data at 80.3 and 80.2 K. There is considerable controversy 

as to whether this linear region at low current continues to zero temperature or vanishes at 

a nonzero temperature, Tg4• 5. However, for the experiments we will discuss here this 

question is moot. Our experiments are carried out in a frequency-amplitude regime where 

the existence of a linear resistivity at low current and temperature is not detectable. 

The development of nonlinear character in the E-J cuntes is a clear fingerprint of the 

presence of vortex pinning, but it does not mean that a critical current can be defined. In fact, 

it is apparent from Fig. 3 that no persistent current can be sustained at, for example, 80.2 

K, because there is a significant E at any finite J. Ideally, the critical state model implies E 

= 0 for J < Jc' which should be reflected in Fig. 3 as vertical lines located at J = Jc(T). A 

tendency towards that behavior is in fact observed in the lower temperature curves in Fig. 

3. Of course, the existence of thermal activation implies that in a finite sample there is always 

a finite E at finite J. However, far enough below the irreversibility line E is extremely small 

for J < Je, and for all practical purposes the screening currents are persistent. The fact that 

E is not strictly zero will be reflected, for instance, in a slow relaxation in d.c. measurements, 

and in a small frequency dependence in a.c. measurements. 

EXPERIMENTAL SETUP 

We have developed a very simple single coil technique 20 to measure the a.c. suscepti­

bility. A small free standing copper coil, - Imm internal diameter is constructed by ma­

chining a slot in a plexiglass rod. The coil, - 50 turns of 25 I'm copper wire is wound in this 

slot and potted with epoxy. The plexiglass is then dissolved with methylene chloride. The 

coil typically has an inductance L - 2.5 J.lH and a series resistance Rs - 1 ohm at 90 K. The 

coil is mounted on a silicon chip and attached to a copper heat sink containing a thermometer 

and heater. Rigid stainless steel coax is used to connect the coil to the room temperature end 

of the cryostat. The coax adds a series resistance of - 6 ohms and has a small temperature 

(and thus helium level) dependence. The complex impedance of the coil is measured with 

an HP4194 impedance analyzer. This instrument probes the system with a small a.c. current 

and deconvolves the measured voltage into L and Rs. This current produces an a.c field of 

-0.5 Oe/mAmp. The inductance is a measure of the total flux threading the coil and the 

series resistance is a measure of the the losses due to the d.c. resistance of the coil and any 

eddy current losses in the coil or any conductors near the coil. This technique works very 
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well in the frequency range of 20 kHz to 4 MHz with measuring currents of 0.1 to 20 mAmp 

(110 = 0.05 - 10 Oe). The earliest crystals were small enough to fit inside the coil and thus 

were immersed in a fairly uniform a.c. field. The size of available crystals have grown with 

time, now occasionally exceeding 3 x 3 mm, and are placed against one surface of the coil. 

The idealized geometry which most closely resembles our experimental situation is the infi­

nite sheet with the a.c. field applied perpendicular to one surface. The induced current flows 

in the plane of the surface, which for the samples described here is the a-b plane of a 

YBa2Cu307 crystal. The peak in x" and the midpoint of the step in x' represent the tem­

perature where the characteristic length, either 8ff or r", is approximately equal to the 

thickness of the crystal. This technique also works very well for thin films where the geom­

etry even more closely resembles that of a infinite sheet 21. Above 4 MHz, the response of 

the system is complicated by a resonances in the cable system, although it is still useable at 

certain frequencies, and below 20 kHz the signal to noise ratio is low. 

The copper heat sink is mounted in a continuous He gas flow insert in a supercon­

ducting magnet. The temperature of the gas is controlled at typically 60 K and the temper­

ature of the sample is controlled separately at any desired value above the gas temperature. 

Data is typically taken by setting the d.c. field while the sample is above the transition tem­

perature and then slowly cooling the sample block. The inductance and series resistance are 

monitored as a function of the temperature. Figure 4 shows a set of data taken on a single 

crystal at 1 Tesla d.c. field applied parallel to the c-axis at a frequency of 1 MHz with an 

applied a.c. field of 0.05 Oe. The data in Fig. 4 is qualitatively similar to that in Figs. 1 (a) 

and (b). There is a peak in th«= series resistance and a drop in the inductance. The inductance 

of the empty coil is quite coustant over a wide range of temperature. The series resistance 

shows a temperature dependence, decreasing more or less linearly due to the temperature 

dependence of the resistivity of the copper in the coil and the heat sink. The signal due to 

the empty coil can be measured and subtracted to obtain the signal due to the sample, how­

ever for the limited temperature range of interest, 77 K - 95 K, it is usually adequate to use 

the data above the transition to construct a base line. After the background has been sub­

tracted the inductance is a measure of x' and the series resistance a measure of x". 

RESULTS 

Flux Flow Regime 

As we described above, Figs. 2 and 3 show that at high enough temperature the E-J 

curves of YB~Cu307 are linear, indicating that the vortices move in a flux flow regime. We 
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thus expect that the a.c. response should be characterized by 8ff, and therefore x' and x" 
should be independent of 110. To observe this behavior, we must select the experimental pa­

rameters in such a way that the relevant features of x' and x" occur in this temperature re­

gion. This requires that we use a frequency such that, 8ff equals the thickness of the crystal, 

d = 30 I'm, within this temperature region. As the temperature is decreased, Pff diminish 

from Pn <::< 50 JtOcm at the transition to about 1 JtOcm at the temperature where the nonlin­

earities start to develop. The corresponding frequencies are the order of 100 MHz to 3 MHz. 

Figure 5 (a) shows X' as a function of temperature as obtained using a frequency of 26 MHz 

with a d.c. field of 0.5 Tesla applied parallel to the c axis. For our geometry it is not easy to 

relate quantitatively the change in the inductance of the coil to X' as it was in the long­

cylinder case, so the values of X' (T) are shown in arbitrary units. Six curves are actually 

plotted, each one obtained using an a.c. field of twice the amplitude of the previous one (i.e., 

110 for the various curves follows the relation 1:2:4:8:16:32). The absolute values of 110 are 

not known, because at this high frequency a significant fraction of the drive current is di­

verted by the parasitic capacitance in the system, and does not pass through the coil. How­

ever, ho is still proportional to the drive current. We estimate that 110 is less than 1 Oe for the 

maximum amplitude (i.e., 110 = 32). It is seen in the figure that the curves taken at amplitudes 

1 to 16 coincide perfectly within the experimental resolution, thus proving that the a.c. re­

sponse is consistent with the linear behavior observed in the flux flow regime. The curve 

obtained at the maximum amplitude, 32, shows a slight deviation, that may be a consequence 

of self heating of the crystal. Figure 5 (b) shows X" for the same frequency and the same 

set of 110, again in arbitrary units. The linearity of the response is also apparent here. As­

suming that the x" peak occurs at the temperature where 8ff = 30 I'm (the sample thickness), 

the position of the peak corresponds to Pff = 9 JtOcm; i.e. <::< 0.18 Pn (To)· 

Critical State Regime 

As the frequency is reduced the nonlinear E-J behavior should be reflected in the a.c. 

response. For f = 100 KHz, this crystal should exhibit the maximum in X" when Pfr <::< 0.03 

JtOcm. Inspection of Fig. 3 shows that there is no linear E-J curve having such a small 

resistivity. In that figure we have drawn a straight line corresponding to that value of Pff; it 

intercepts a number of highly nonlinear E-J curves. The effect on the a.c. response is shown 

in Figure 6 (a) and (b), where X'(T) and x"(T) respectively are plotted for a d.c. field of 0.5 

Tesla, f = 100 KHz, and 6 values of 110, which again follow the sequence 1:2:4:8:16:32. At 

this frequency cable effects are negligible so that the absolute values of 110 are known: 110 = 

1 corresponds to 0.1 Oe. The difference between Figs. 5 and 6 is apparent, the latter having 

a clear amplitude dependence which is a consequence of nonlinearity in the electrodynamic 

response. 
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As we pointed out before, the observation of nonlinear behavior is not sufficient to 

prove that the critical state model applies. We will now present a procedure that allows us 

to test whether the X' data can be accurately described by a critical state model and, if it is, 

to derive the temperature dependence of Jc independent of the particular field distribution 

or sample geometry. We start by noticing that, provided that the critical state model applies, 

for a given sample and coil geometry X' is only function of Lp. (This is also true for X", al­

though we will not analyze it here). Thus in Fig. 6 (a) the horizontal lines such as those 

marked a and f3 are lines of constant Lp. On the other hand, Jc is only function of T, so the 

vertical lines, denoted as 7j and P, are lines of constant Jc. This last observation implies that 

Jc(P) = Jc(Q), where P and Q are points indicated in the figure. The point P belongs to the 

curve of ho = 16. The point R has the same Lp as P, but belongs to the curve of ho = 32. 

Since the CSM establishes that Jc ex: ho / Lp' then Jc(R) = 2 Jc(P). Similarly, the point S of 

the curve of ho = 16 has the same Lp as the point Q of the curve of ho = 8, and so Jc(S) = 
2 Jc(Q). By combining the preceding equalities we find that Jc(R) = Jc(S), implying that R 

and S should be at the same temperature, as is indeed the case. The property that the four 

points P,Q,R and S form a rectangle is a consequence of the fact that X' is completely de­

termined by Lp (and that ho for the 3 curves be in the ratio 1 :2:4), and thus is a proof of the 

applicability of the critical state model. In Fig. 6 (a) some other examples of successfully 

inscribed rectangles are shown, together with some unsuccessful attempts. Notice that this 

rule is well satisfied by the curves taken at higher amplitudes, and fails with the curves of 

lower amplitudes. Indeed, the critical state model must fail if ho is small enough. Since the 

total displacement of a vortex in each cycle is proportional to the local amplitude of the a.c. 

field, there is a threshold value of ho below which the vortices will not be able to move far 

enough to leave the pinning site 22. In that situation, each vortex will oscillate around the 

minimum of its pinning site rather than jumping from one to another. The response to an 

a.c. field in this limit will be linear, in the sense that it will decay approximately exponentially 

from the surface, with an amplitude independent characteristic distance known as Campbell's 

penetration depth hC. This characteristic length is analogous to the penetration depth in the 

Meissner state, although is usually much larger. At temperatures where the pinning energy 

is large enough, the screening length is the larger of Lp and hC. A linear response is thus ex­

pected for ho < ~'lT Jchc. At higher temperatures the situation is more complicated 23; as 

Jc tends to zero, hC diverges and the appropriate characteristic length to describe the linear 

response at low amplitude is a combination of hC and 8ff. 

The procedure described above allows us to determine the temperature dependence 

of Jc. Suppose that in arbitrary units we define that Jc(P) = 1. Then moving along the line 

a we obtain Jc(R) = 2. This process can be continued (in both directions) to extract tem-
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Fig. 7. The critical current density as a function of temperature derived from the a.c. sus­

ceptibility data of Fig. 6 and similar data taken at 20 kHz. See text for the determi­

nation of the absolute values of Jc. 

perature where Jc = 0.5,0.25,0.125, etc. Along the line P we find Jc(Q) = 1, Jc(S) = 2, 

and so forth. The Je vs temperature so obtained is shown in Fig. 7. The same figure shows 

the Jc obtained by the same procedure at a frequency of 20 KHz. In that case the geometrical 

rule described previously is also satisfied. The shape of Je(T) can be obtained in this way 

regardless of the geometry of the sample or the coil. The absolute values of Je are not ob­

tained, but the results at different frequencies can be compared using the fact that data taken 

with the same ho have the same Je for the same value of X'. The agreement between the two 

sets of data is a another clear indication that the critical state model describes the a.c. re­

sponse in this regime. We can estimate the absolute value of Je in Fig. 7 by assuming that 

for our geometry, 1;, = d at half screening. The scale of the vertical axis in Fig. 7 has been 

determined in that way. For instance, at T = 90 K we obtain Je "" 25 Amp/cm2• We note 

that for a crystal of this size, the sensitivity limit of a commercial SQUID magnetometer is 

-1000 Amp/cm2• 

IBtermediate ReKime 

We can now analyze the behavior at some intermediate frequency. Data obtained with 

f = 9 MHz are shown in Figure 8. These data are similar to those of Figs. 5 and 6. Figure 

8 (a) shows that X' is not amplitude independent, nor is the critical state condition satisfied. 
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Fig. 8. The a.c. susceptibility response of a YBa2Cu307 crystal measured in a d.c. field of 

0.5 Tesla using a 9 MHz a.c. field. The numbers on each curve indicate the amplitude 

of the a.c. field ho (in arbitrary units). 
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The curves of 110 = 1 and 2 are superimposed, for 110 = 4 there is a small deviation, then for 

110 = 8, 16 and 32 there is a clear amplitude dependence. (Here again parasitic capacitance 

precludes us from knowing the absolute values of 110. We estimate that ho = 32 corresponds 

to less than 1 Oe). Examination of X" in Fig. 8 (b) gives an additional information: the 

amplitude dependence develops around T = 91 K. This behavior can be qualitatively un­

derstood as follows: For T > 91 K the sample is in the flux flow regime. This can be con­

firmed by examination of Figs. 6 and 7. At lower temperatures the E-J curves are nonlinear. 

However, at low amplitude we are only exploring the temperature dependence of the low J 

portion of the E-J curves. The fact that x' is amplitude independent implies that the E-J 

curves are linear in that region. With higher 110 we probe the behavior at larger J, thus ex­

ploring a different portion of the E-J curves where E/J is current dependent and therefore, 

X' is amplitude dependent. At fixed temperature, the larger 110 the lower the screening, which 

implies that E/J is larger than in the initial linear portion. This description is in qualitative 

agreement with the E-J curves shown in Fig. 3 for temperatures near the onset of nonline­

arity. A quantitative description of this intermediate regime is very difficult; the combination 

of Maxwell's equations with the constitutive relation E(J) produces nonlinear diffusion 

equations for B, J or E. Moreover, the effect of the Campbell penetration depth 22, Ae, 

which is an a.c. effect and therefore not present in the d.c. E-J behavior must be taken into 

account. 

ON THE DETERMINATION OF THE IRREVERSmlLITY LINE 

Now with our understanding of the a.c. susceptibility response we can compare the a.c. 

susceptibility determination of the irreversibility line with that of transport data. Figure 3 

shows that the E-J curves develop nonlinear character when PffC:< I"Ocm. (Note: the E and 

J scales in the transport data at other d.c. fields are very similar). As we calculated above, 

this value of the resistivity corresponds to 6ff = 30 "m., the typical crystal thickness, when 

f c:< 3 MHz. If we constrain ourselves to frequencies lower than that, the maximum in X" will 

occur in the irreversible regime. We can estimate the point in the E-J plane where the maxi­

mum in X" will be observed for given values of 6l and 110. We first notice that if 110 is small, 

the current density through the crystal at half screening (which roughly coincides with the 

peak in X") will also be small. For instance, in a 30 "m thick crystal and for 110 = 0.05 Oe, 

that current density (estimated using V x ii = ~'lT J), is ~ 12 Amp/cm2. A vertical line 
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corresponding to this current is shown in Fig. 3. On the other hand, using the Maxwell 

equation V x E = ~ aB / at, the electric field at half screening can be estimated as 

E", {- howd. For f = 0.5 MHz, ho = 0.05 Oe and d = 30 JLm, E ",5 x 10- 6V /cm. A 

horizontal line corresponding to this field is also shown in Fig. 3. The intersection of these 

two lines roughly indicates the location where the maximum in X" and the half screening in 

X' would be expected. We see that, as an experimental fact, for typical YBa2Cu307 crystals 

and for this selection of parameters the maximum in X" will occur almost precisely at the 

temperature where the onset in nonlinear E-J behavior develops. Figure 9 shows the field 

dependence of the temperature of the peak in X", measured a frequency of 0.5 MHz and an 

a.c. field of 0.05 Oe 11 for the same crystal used for the E-J measurements shown in Fig. 3. 

Also plotted is the field dependence of the onset of nonlinear E-J behavior derived from sets 

of data similar to that shown in Fig. 3. The similarity of both determinations is apparent. If 

ho is kept constant and w is reduced, E will diminish and the intersection will occur at lower 

temperature, as experimentally observed. If ho is increased at fixed w, the intersection will 

also shift to lower temperature. 

It is not necessary to measure the transport data in order to select an appropriate fre­

quency and amplitude for an accurate determination of the irreversibility line from a.c. sus­

ceptibility. By an examination of the frequency and amplitude response it is possible to select 

parameters such that the nonlinear response develops very near the peak in x". 
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OJ 0 
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'"C 4 ° -OJ o - X" peak ..... 0 
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2 o - Jc onset 
° 0 
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76 80 84 88 92 
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Fig. 9. The field dependence of the peak in X" at 0.5 MHz (circles), along with the field de­

pendence of the onset in nonlinear E-J behavior (squares) taken from Fig. 3 and 

similar sets of curves at other fields. (From Ref. 11). 
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SUMMARY 

We have reviewed the expected a.c. susceptibility response for normal metals and ide­

alized superconductors. We have presented experimental data on single crystal 

YBa2Cu307 which show that at high frequency the response is consistent with flux flow 

behavior and that it is possible to determine the temperature dependence of the flux flow 

resistivity. By using lower frequency a.c. field and varying the amplitude of the field, we have 

shown that the behavior is in good agreement with the critical state model and have been able 

to extract the temperature dependence of the critical current density with high sensitivity. 

We have also shown that by judicious selection of experimental parameters the onset tem­

perature for nonlinear response can be easily detected. 
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The measurement of complex susceptibility X = X' - ix" in a weak ac 

magnetic field, is one of the more useful methods for the study of magnetic 

response of superconductors. 1- 4 For sintered high-Tc superconductors, X 

generally involves two components, the intragrain bulk component and the 

intergrain coupling component. These two components can typically be speci­

fied by changing the amplitude of the ac measuring field. The intragrain 

bulk component is essentially insensitive to the change in the field ampli­

tude Hac' while the coupling component is sensitive to changes in I Hac I as 

small as 10-4 mT. 5 

The time-dependent magnetization M(wt) of a specimen for magnetic 

field H(wt) = Hdc + HacR~ exp(iwt)], can be expressed in the form of the 

Fourier expansion: 

M(wt) XOHdc + Hac L Re[ Xn exp(inwt)] , 
n=l 

(1) 

where Re[ ] denotes the real part of the complex variable and w (= 2~f1) 

is the fundamental frequency. The first term XOHdc is a time independent 

contribution or "offset" which is due to the presence of the dc magnetic 

field Hdc ' The second term is the time dependent component associated with 

the ac magnetic field Haccoswt. Here we define the harmonic ac suscepti­

bility Xn = Xn' - iXn" (n = 1, 2, 3 ••• ) as the Fourier coefficient of the 

magnetization, where Xl is the fundamental susceptibility and the others 

are the higher-harmonic susceptibilities. 
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To elucidate the generation of higher-harmonic components, several 

models have been proposed. These are roughly divided into two categories. 

One is constructed on the basis of the critical-state model, the notion of 

which was first introduced by Bean on the assumption that the critical 

current density is independent of field. 6 In his model, the existence of 

odd-harmonic susceptibilities can be derived. Bean's approach was extended 

by Kim et al. 7 and Anderson,S who assumed that every region of the sample 

can support a critical current density determined only by the local magnetic 

field. In this model, one can derive only odd-n harmonics when a pure ac 

field is applied on a superconductor. But if a dc field is superimposed 

on an ac field, the generation of even-n harmonics takes place. 

The other category by which a higher-harmonic susceptibility is pre­

dicted is the so-called weak-link model which was proposed by Ishida and 

Mazaki9 for a multiconnected Josephson network of low-temperature super­

conductors. The expressions derived by this model are equivalent to those 

of Rollins and Silcox. 10 The weak-link model proved the existence of odd­

harmonic susceptibilities and qualitatively explained the profiles of Xn 

versus temperature T observed for weakly coupled networks. 

Recently, Ishida and Goldfarbll carried out detailed measurements of 

Xn (n = 1, 2, ••• 10) for a sintered YBa2Cu30y (YBCO) superconductor, where 

they superimposed a dc field Hdc on an ac field. The observed results were 

analyzed by a theory based on a simplified Kim model for critical current 

density,12 and were found to be in good agreement with the temperature- and 

field-dependent features of Xn • 

In this paper, we will first describe the details of the measuring 

system used for our ac susceptibility studies. Then we will present the 

observed Xn of an Fe-doped YBCO prepared by sintering (10 mm in diameter 

and 2 mm in thickness), of single-crystal YBCO thin films (1000-6000 A), 

and of a single-crystal YBCO bulk specimen (1 x 1 x 0.5 mm3). Analyses of 

the data were carried out within the framework of the Kim-Anderson model,7,S 

the modified Bean model, 13 and the Ishida-Mazaki model. 9 Some discussion 

of the magnetic response of these samples will also be given. 

EXPERIMENTAL 

Measuring System 

The system used to measure the superconducting transition in terms of 

the fundamental susceptibility Xl = Xl' - iXl", is the Hartshorn bridge, of 

which the schematic diagram is shown in Fig. 1. This bridge essentially 

consists of two coils Ml and M2, and the phase-shift potentiometer R. The 
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cryostat coil M2 , in which a sample is located, consists of two coaxial 

cylindrical coils. The inner coil (primary) is 7735 turns (in 8 layers and 

I55-mm long, 923 Q at room temperature) of Cu wire (0.14 mm in diameter) 

coated by polyvinyl formal (PVF). The inner diameter of the Lucite (poly­

methyl methacrylate) bobbin is 29 mm. The outer coil (secondary) is divided 

into two sections. Each section has 4880 turns of the PVF wire (in 9 layers 

and 44-mm long) in opposite direction to each other. The inner diameter of 

the secondary-coil bobbin is 35 mm and the total resistance of the secondary 

Fig. 1. Schematic diagram of the measuring system of the 
fundamental susceptibility. Ml : variable standard 
mutual inductance, M2: cryostat coil, R: phase-shift 
potentiometer, S: sample, CG: carbon-glass thermo­
meter, F: function generator, LA: two-phase lock-in 
amplifier, SC: universal scanner, DM: computing 
digital multimeter, pc: personal computer. 

coil is 747 Q at room temperature. As a variable standard mutual inductance 

Ml , Tinsley type 4229 is used, of which the working range is 0.1 ~H-l.lll mH 

with the sensitivity of 0.01 ~H. The phase-shift potentiometer is composed 

of a manganin wire (1 mm in diameter and I m in length) and of a slide con­

tact. The two-phase lock-in amplifier is Ithaco 393. The correction factor 

for calibration of the ac field from the supplied ac current was calculated 

assuming that the length of the inner cryostat coil is infinite. 

The measuring system for the higher-harmonic susceptibility is schemat­

ically shown in Fig. 2, where two function generators are used to extract 
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Fig. 2. Schematic diagram of the measuring system of higher-harmonic 
susceptibility. Ml : variable standard mutual inductance, M2: 
cryostat coil, R: phase-shift potentiometer, S: sample, F-l: 
function generator 1, F-2: function generator 2, LA: two-phase 
lock-in amplifier. 
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the higher-harmonic components. The ac-magnetic field was applied to the 

sample using the function generator F-I, and the" second generator F-2 was 

used to generate nth-harmonic sinusoidal wave synchronized with F-l. By 

means of the Lissajous figure on an oscilloscope, we monitored the phase 

slippage throughout one run of the measurement. 

Using the above systems, we can measure the real and imaginary compo­

nents of Xn continuously and simultaneously as a function of temperature. 

The sample is placed inside a vacuum tight pyrex glass chamber which is 

then inserted into the cryostat coil (see Fig. 3). It is fixed into posi­

tion so that the sample to be measured is located at the center of the 

upper section of the secondary coil. After evacuation of the sample chamber, 

the sample temperature is lowered from room temperature. The temperature 

variation was controlled by the pressure of He exchange gas (10-2-103 Torr), 

and no heater was used. Since the thermal conductivity of oxide supercon­

ductors is rather poor compared to that of usual metallic superconductors, 

one has to be very careful in the temperature control. In order to minimize 

the temperature gradient in the sample (or between the sample and the 

thermometer), the temperature was changed quite slowly. Empirically, the 

temperature variation of 0.2 K/min was sufficient to eliminate the tempera­

ture gradient and the reproducibility of data was satisfactory. A null 

adjustment of the Hartshorn bridge was made at a sample temperature just 

above the onset of the superconducting transition. With the bridge in the 

balanced condition, the phase of the lock-in amplifier was adjusted so that 

a large change of the bridge inductance produced only an in-phase, or X', 

signal with no discernable out-of-phase, or X", signal. Temperature was 

measured with a carbon-glass thermometer. In this experiment, no attempt 

was made to shield the sample from the Earth's magnetic field, so the 

applied ac field was superimposed on the Earth's field. 

Since the bridge was balanced at the sample temperature just above Tc ' 

the off-balance signal v(wt), induced in the secondary circuit by decreasing 

temperature, is directly proportional to the time derivative of the sample 

magnetization M(wt). Using Eq. (1), one gets 

V(wt) 
dM(wt) 

-y~ - yHac L Re[ inwxnexp(inwt) ] 
n=l 

- yHac Lnw [-xn'sin(nwt) + Xn"cos(nwt)] , 
n=l 

where y is a constant which depends on the turn number of coils, on the 

volume and shape of the sample, as well as on its position in the coil. 

(2) 

In general, v(wt) can be expressed by the form of the Fourier expansion 
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V(wt) 
00 

~ Re[anexp(inwt)], 
n=l 

where an = an' - ian" are the Fourier coefficients which are determined 

experimentally. From Eqs. (2) and (3). we get the real and imaginary 

components of nth-harmonic susceptibilities as Xn' an"/ynwHac and Xn" 

(3) 

- an'/ynwHac' To obtain the absolute value of Xn ' y should be calibrated 

using a standard sample which has the same volume and shape as the specimen 

in question. However. since we studied here only the relative values of Xn 

normalized by lXI' I. calibration of y was not made. 

Sample Preparation 

Since the details of the sample preparation and characterization were 

previously reported,14-17 we give only brief outlines here. 

The Fe-doped YBCO compounds were prepared by the solid-state reaction 

of 4N-Y203• BaC03 , CuO. and a-Fe203.14 The mixtures were pelletized, heated 

at 900°C in air for 24 h. ground and reheated. This process was repeated 

several times and finally. the products were sintered at 930°C in air for 

24 h. These sintered samples were fabricated by a conventional oxidization 

process (slow cooling from 8S0°C in flowing 02 gas). The phase identifica­

tion of the samples was made by the powder x-ray diffraction. 

The single-crystal YBCO thin films were prepared by metal evaporation 

together with a special incorporation of oxygen. IS The films epitaxially 

grew with their [001] axis normal to the (100) surface of SrTi03 single 

crystal. The phase identification was made by x-ray diffraction patterns 

using Cu-Ka radiation and reflection high-energy electron diffraction 

(RHEED) patterns. Scanning of the electron-beam probe over the film sur­

face produced no appreciable changes in the RHEED patterns. suggesting that 

the films are single crystal. 

A single-crystal bulk YBCO was prepared by the flux method,16.17 where 

the starting materials were Y203• BaC03• and CuO. The resulting bulk sample 

was then annealed in 200-atm 02 gas for 120 h at 400°C. X-ray analysis 

showed that the wide surface (1 x 1 mm2) was parallel to the c planes (per­

pendicular to the c axis) and the lattice constants were a = 3.830 A. b = 

3.887 A. and c = 11.699 A. 

MODEL CALCULATIONS 

The basic premise of the critical-state model is that. when a magnetic 

field is applied to a type-II superconductor. a macroscopic super current 
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circulates in the specimen with a critical current density Jc(Bi ) , where Bi 

is the local flux density inside the specimen. Bean6 derived the full hys­

teresis loop assuming that J c is a constant, independent of Bi' and pre­

dicted a generation of odd-harmonic susceptibilities. By taking into con­

sideration the effective magnetic field at the sample surface, the Bean 

model can be improved. I3 This modified Bean model, therefore, involves the 

lower critical field Hcl and the surface barrier ~ as the parameters. 

In the Kim-Anderson model,7,B the critical current density is assumed 

as Jc(Bi) = kl(BO + IBil), where k and BO are constants. Using this rela­

tion, Chen and Goldfarb iB derived the ~H hysteresis loop for the case in 

which Hdc = 0, i.e., no superimposed dc magnetic field. In the present 

work, we extend their derivation to the case where an alternating magnetic 

field is superimposed on a dc magnetic field, and calculate the fundamental 

and higher-harmonic susceptibilities as a function of temperature. We 

emphasize three remarkable points to apply this model. The first is that, 

if a dc magnetic field is present, generation of even-harmonic susceptibili­

ties is predicted for the case where BO does not diverge to infinity. The 

second is that, when the maximum value of applied field Hmax = IHdcl + IHacl, 

i.e., the maximum value of IBil/~O (~O = 4~ x 10-7 Him), is comparable with 

BO/~O' the property of Xn versus T curves is expected to vary drastically 

with Hmax' because the distribution of J c in the specimen becomes sensitive 

to the change in Hmax. The third is that, in an extreme case of BO = 0 with 

a fixed Hdc (the simplified Kim modelI2 ) or BO + 00 (the Bean mode16), the 

relation between Xn' and Xn" is uniquely determined and consequently no Hmax 
dependence appears. 

Ishida and Mazaki9 proposed a phenomenological model to explain the 

behavior of Xn of a granular superconductor connected by intergrain weak­

link junctions. They considered a superconducting loop which contains the 

weak-link junctions. When the external magnetic field exceeds a critical 

value, a magnetic flux quantum penetrates into the loop. They assumed that 

the intergrain multiconnected network behaves like a single loop as a whole, 

due to the coherent nature of the specimen. Using this model, they have 

shown that the main features of the magnetic response of a multiconnected 

network can be reproduced and that odd-n harmonic susceptibilities are 

predicted. 

When the sample magnetization M(wt) is expressed by Eq. (1), the real 

and imaginary components of Xn can be calculated by 

1 J2~ ---H--- M(wt)cos(nwt)d(wt) , 
~ ac 0 

(4) 
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J2rr 
o M(wt)sin(nwt)d(wt) • (5) 

For each model described above, M(wt) was derived for a period of the 

applied external field H(wt). To carry out an analytic evaluation, a period 

of the alternating magnetic field (0 ~ wt ~ 2rr) was divided into 360 equally 

spaced discrete points and M(wt) was numerically obtained at each point. 

The temperature dependence of Xn comes from the parameters which in­

volve T. The parameter k in the Kim-Anderson model is temperature depen­

dent, but no clear-cut expression has been proposed. Therefore, in the 

present calculation, we tentatively assumed k(T/Tc) = k(O)(l - T/Tc)3/2, 

where k(O) was chosen so as to give a transition width similar to that of 

the experimental curves. This assumption is based on the fact that in the 

case of IEil = 0, k is proportional to the critical current density at tem­

peratures near Tc ' and for a tunnel junction, J c ~ (1 - T/Tc)3/2. 

In the modified Bean model, the temperature dependence of Xn is intro­

duced through Hcl ' ~H, and H*, where H* is the full penetration field. Here 

we take Hcl = 0, the physical reason for this assumption is discussed below. 

Since H* is proportional to the critical current density, we again assume 

H*(T/Tc) = H*(O)(l - T/Tc)3/2. Although the temperature dependence of ~H 
still remains to be solved, we found the calculated curves with ~H = ~H(O) 
(1 - T/Tc) fit well to the observed curves. 

In the Ishida-Mazaki model, the critical field Hm at which flux begins 

to penetrate into the weak-link loop, is a temperature-dependent parameter. 

Taking into consideration that Hm is proportional to the critical current 

density, we assume Hm(T/Tc) = Hm(O) (1 - T/Tc)3/2. 

RESULTS AND DISCUSSION 

Fe-doped YBCO Prepared by Sintering 

In the present measurement, we used YBa2(CuO.94FeO.06)30y fabricated 

by the ordinary oxidization treatment. The essential behavior of this 

sample is the same as that of a pure YBCO, except for Tc' In Fig. 4, we 

show Xl' and Xl" versus T observed for two different values of ~OHac' 0.01 

and 0.1 mT, where fl = 132 Hz and no dc field was applied. (The Earth's 

field was not shielded). As the temperature decreases, the bulk phase 

first appears, and then the coupling phase grows at lower temperatures. As 

seen in the figure, the coupling phase sensitively depends on Hac and the 

temperature where Xl' saturates, becomes lower for a larger value of Hac' 

In addition, Xl" forms a single peak in the temperature region where the 

coupling phase grows. This type of profile of Xl is usually observed for 
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sintered oxide superconductors and has been qualitatively explained by the 

weak-link model. 9 

The result of the 2nd-harmonic susceptibility measured for ~OHac = 0.01 

mT. Hdc = O. and fl = 132 Hz is shown in fig. 5(A). The absolute value of 

X2 is much smaller than those of the odd-harmonic terms (see below). In a 

zero dc magnetic field. even-harmonic susceptibilities cannot be generated 

by any model so far reported. Therefore. we believe the observed X2 is 

caused by the Earth's field. As mentioned before. neither the Bean model 

nor the Ishida-Mazaki model can account for even-n susceptibilities even 

for Hdc ~ O. In Fig. 5(B). we show the calculated result by the Kim­

Anderson model for BO = 1 mT. ~OHac = 0.01 mT. ~OHdc = -0.01 mT. and k(O) 

= 6 N/m3 • The minus sign on Hdc means that the component of the Earth's 

field parallel to the coil axis is in the opposite direction to the applied 

ac field. We see the Kim-Anderson model as quite satisfactory for explain­

ing the 2nd-harmonic susceptibility observed here. 

In Fig. 6. we show Xn (n = 3. 5. 7) versus T curves observed for ~OHac 

0.01 mT. Hdc = O. and fl = 132 Hz. Again the Earth's field is present. 

All of these three higher-harmonic components exhibit quite small. but non­

zero values in the temperature region where the coupling phase appears. 

The nonzero values of Xn" indicate that the origin of the higher-harmonic 

susceptibilities is certainly correlated to the nonlinear response of the 

intergrain supercurrent (or the sample magnetization) to the applied field. 
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Analyses of the data were made in the framework of the Kim-Anderson 

mode17,8 and of the Ishida-Mazaki model. 9 As a typical result, we show in 

Fig . 7 the experimental (~OHac = 0.01 mT) and calculated X7 versus T/Tc 

curves. The Kim-Anderson model, where BO = 1 mT, seems to reproduced the 

data pretty well. In Fig. 8, we show the observed Xs versus T/Tc curves 

together with calculated curves based on the Kim-Anderson model for three 

different values of BO' with ~OHac = 0.1 mT and fl = 132 Hz. The results 

have also revealed that the value of BO must be much larger than 0.1 mT to 

obtain agreement with experiment. 

It is recognized that the generation of the higher-harmonic suscepti­

bilities arises from the supercurrent ruled by the Kim-Anderson model with 

a fi ni t e value of BO' but not by the Ishida-Mazaki model. The main reason 

for the failure of this latter model probably arises from the assumption 

that the specimen behaves like a single loop as a whole due to the coherent 

nature. Assuming that the specimen consists of a number of coaxial weak­

link loops, we consider, phenomenologically, the magnetic response of the 
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specimen to an applied ac field . When the applied field starts to increase 

from zero, the flux is, at the initial stage, completely excluded by the 

shielding supercurrent circulating through the outermost loop. When the 

field amplitude exceeds the critical value which induces the critical cur­

rent of the outermost loop Ij' the flux penetrates into this loop. The flux 

penetration occurs sequentially as the field amplitude increases, and thus 

the distribution of magnetic flux density in the specimen becomes step like, 

discretely jumping by ~B at each loop. Suppose ~B is small enough and the 

number of coaxial weak-link loops surrounding the specimen is large; then 

the distribution of the flux density inside the specimen can be approximated 

by a continuous line. In addition, if ~B is a constant for all the coaxial 

loops, the distribution becomes a linear line, being equivalent to the Bean 

model. 6 Meanwhile, if I j is inversely proportional to (BO + IBil), the 

distribution of the flux density may obey the Kim-Anderson model. 7,B In 

this manner, assuming a large number of loops, the extended Ishida-Mazaki 

model may be treated as being algebraically equivalent to the conventional 

critical-state model . 

Fig . 9. 
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Single-Crystal YBCO Thin Films 

In Figs. 9(A)-(D), we give the Xl' X3' X5 , X7 versus T curves observed 

for a 2000-A single-crystal YBCO thin film, where ~OHac = 0.1 mT and fl = 

132 Hz. The absolute values of Xn decrease rapidly and the profiles become 

more and more complicated as n increases. Assuming ~OHac 0.1 mT, ~OH* 

10 x (1 - T/Tc)3/2 mT, Hcl = 0, ~O~H = 1 x (1 - T/Tc) , we attempted to re­

produce the experimental results by applying the modified Bean model. 13 As 

demonstrated in Figs. 10(A)-(D), the calculated curves are ill good agreement 

with the observed ones, and the complicated profiles are well reproduced. 

On the contrary, the Kim-Anderson mode17,S and the Ishida-Mazaki 

mode19 were not successful in reproducing the present experimental results. 
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As an example, in Fig. 11, we show X7 versus T/Tc calculated by the Kim­

Anderson model with BO = 0 (Fig: 11(B» and 20 mT (Fig. 11(C» together with 

the experimental result (Fig. 11(A». 

To understand why the modified Bean model works well, we discuss the 

physical reason for choosing Hcl = 0 and the need of a surface barrier ~H. 

When a magnetic field Ha is applied to an ellipsoid of revolution, the 

internal magnetic field Hi is uniform in the specimen and is written as 19 

Hi = (Ha - NBi )/(1 - N) , 
).10 

(6) 

where N is a demagnetization coefficient and Bi is a magnetic flux density 

in the specimen. A film is approximated as a flat ellipsoid of revolution 

whose length of the short axis reaches a limit value of zero, and its de­

magnetization coefficient is approximated by N = 1 - '(n/ 2)(d/R),19 where 

2d is the film thickness and R is the radius. Then the magnetization of 

the specimen M is written as 
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M (7) 

This equation means that M is proportional to the radius and is inversely 

proportional to the film thickness. Confirmation of the above discussion 

can be made by changing R (or the sample area S). For this purpose, we drew 

lines on a film surface of R = 5 mm, and divided the sample area S (1/4, 

1/8, 1/16). Then we compared the saturated values of Xl' at extremely low 

temperatures. We found that the saturated values of IXl'l lie on a line 

corresponding to M ~ IS, i.e., M ~ R. 

When the sample is perfectly diamagnetic (Bi = 0), Hi is enhanced up 

to (2R/nd) times of Ha' Therefore, if we choose ~OHcl = 0.01 mT, R = 5 mm, 

and d = 1000 A, the effective lower critical field becomes as low as 0.003 

mT, which is much smaller than the applied field Ha in the present measure­

ment, suggesting that the assumption Hcl = 0 is reasonable. 

From the above discussion of the lower critical field, we may conclude 

that the magnetic flux fully penetrates into the film even at very low tem­

peratures. However, we should note that the higher-harmonic susceptibili­

ties asymptotically go to zero as T decreases. This means that no flux 

penetration into the film occurs at the very low temperature region. From 

this fact, we believe that the surface barrier ~H plays an essential role 

in preventing flux penetration in the present case, and that this reasonably 

explains the propriety of adopting the modified Bean model. 

Single-Crystal Bulk Sample 

The Xn (n 1, 2, 3) versus T curves observed for a single-crystal bulk 

sample are shown in Fig. 12, where the applied ac field is perpendicular to 

the c planes. The field amplitude ~OHac is 0.15 mT and fl = 132 Hz. The 

onset temperatures of Xl' and Xl" are the same. The higher-harmonic suscep­

tibilities X2 and X3 have the same onset temperature as Xl' and have non­

zero values in the temperature region where Xl" forms a peak. 

Model calculations were carried out within the framework of the Kim­

Anderson model,7,8 where we assumed k(T/Tc) = k(O)(l - T/Tc)3/2, and k(O) 

was used as a parameter to fit the transition width to the observed results. 

Three values of EO were chosen, EO = 0, 0.05, 20 mT. The EO = 0 case is 

equivalent to the simplified Kim model and the case of EO = 20 mT nearly 

corresponds to the Bean model. As a typical result, in Fig. 13 we present 

the calculated curves of X3 versus T/Tc (Figs. 13(B)-(D)), together with 

the experimental one (Fig. 13(A)). We find that the Kim-Anderson model with 

EO = 0.05 mT fits very well to the observed curves. 
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B: Calculated on the basis of the Kim-Anderson model, where 
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part. 



SUMMARY 

We measured the fundamental and higher-harmonic susceptibilities Xn = 

Xn Xn' - iXn" (n = 1, 2, 3, 5, 7) of high-Tc superconductors. The details 

of the measuring system which consists of the Hartshorn bridge are described. 

Using this system, we measured Xn for three types of samples, an Fe-doped 

YBCO disk prepared by sintering, single-crystal YBCO thin films (1000-6000 

A) fabricated by activated reactive evaporation, and a single-crystal YBCO 

bulk specimen prepared by the flux method. 

The observed Xn versus T curves were analyzed within the framework of 

the Kim-Anderson model,7,B the modified Bean model, 13 and the Ishida-Mazaki 

model. 9 It has been found that for the sintered sample, the Kim-Anderson 

model with a finite value of BO seems to reproduce the experimental results 

pretty well. For example, the observed temperature dependence X5 for an 

applied ac field of ~OHac = 0.1 mT and fl = 132 Hz, agrees very well with 

the calculated curve by this model, where BO = 1 mT. 

The failure of the Ishida-Mazaki model to reproduce the experimental 

results probably arises from the assumption that the specimen behaves like 

a single loop as a whole due to the coherent nature of the specimen. 

However, assuming that the specimen consists of a number of coaxial weak­

link loops, the model can be improved, and this extended Ishida-Mazaki 

model may be treated as being algebraically equivalent to the conventional 

critical-state model. 

For the single-crystal YBCO thin films, we found that the modified 

Bean model was appropriate to reproduce the temperature dependence of Xn , 

but both the Kim-Anderson model and the Ishida-Mazaki model were not suc­

cessful. In the case of thin films located in an applied field perpendicu­

lar to the film surface, the demagnetization coefficient should be extreme­

ly large. Taking into consideration the lower critical field and the 

surface barrier, we discussed the magnetic response of the film against an 

applied ac field. Due to the large value of the demagnetization coeffi­

cient, it is reasonable to expect that the effective lower critical field 

can be approximated by zero. Nevertheless, from the fact that Xn asymp­

totically goes to zero as T decreases, we think no flux penetration into 

the film occurs at the very low temperature region. This implies that the 

surface barrier plays an essential role, and this reasonably explain the 

propriety of adopting the modified Bean model. 

The Xn versus T curves observed for a single-crystal YBCO bulk sample 

were analyzed within the framework of the Kim-Anderson model, where we 

assumed k(T/Tc ) = k(O)(l - T/Tc)3/2, and k(O) was used as a parameter to 
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fit the transition width to the observed results. These results again show 

that the model with a finite value of BO gives satisfactory profiles of Xn 

as a function of temperature. 
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THE FREQUENCY DEPENDENCE OF THE AC IRREVERSIBILITY 

LINE OF SOME HIGH TEMPERATURE SUPERCONDUCTORS 

ABSTRACT 

R. B. Flippen 

Central Research and Development 
E. I. du Pont de Nemours and Co., Inc. 
P.O. Box 80228, Wilmington, DE 19880-0228 

Ac inductance techniques are commonly used to determine transition 
temperatures and magnetization versus temperature for superconductors by 
measurement of the real part of the sample susceptibility X'. The imaginary or 
absorptive component of the susceptibility X" can also be measured by these 
techniques. The latter typically shows a peak versus temperature for high 
temperature superconductors (HTSC) which decreases in temperature as the 
strength of an applied dc magnetic field increases .. The curve of the temperature of 
the peak in X" versus dc magnetic field is called the irreversibility line IL. The IL is 
sometimes interpreted as dividing magnetically reversible from nonreversible 
regions in the H-T phase diagram of a superconductor. The temperature 
dependence of the IL is dependent upon the frequency of the measuring ac field, 
sometimes strongly so, and is different for different HTSC materials as well as for 
different forms of the same compound. In this work data is presented for the IL of a 
variety of samples of YBaCuO, BiSrCaCuO, and TIBaCaCuO measured over a 
frequency range of 0.1 to 20kHz in dc magnetic fields up to 400 Oe. The 
dependence of the IL on measurement frequency, ac field strength, demagnetizing 
factors, and sample diameter is discussed in terms of superconductive glass/flux 
lattice melting/thermally activated flux flow theories, with particular emphasis upon 
the IL low frequency behavior. 

INTRODUCTION 

Ac inductance techniques have been used for many years to determine 
properties of superconductors, particularly transition temperatures and weak 
magnetic field magnetization versus temperature relations 1. These techniques 
generally produce a sample susceptibility consisting of a real or in phase with the 
ac driving magnetic field component X' and a component X" in quadrature to the 
driving field2. X' exhibits the magnetic (flux exclusion) state of a superconductor, 
and X" is considered variously as the viscous, lossy, or absorptive part of the 
susceptibility related to absorption of the magnetic field energy in the sample3. In 
the earlier low temperature superconductors, X" has been viewed as resulting from 
energy dissipation produced by motion of quantized magnetic vortex lines through 
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the sample4. X" in these materials typically shows a weakly temperature 
dependent curve with magnetic field, sometimes with a broad peak as a function of 
temperature5. A different phenomenon is found in the new high temperature 
superconductors in that a well defined, sometimes sharp X" peak with temperature 
is often seen whose temperature dependence varies widely with composition6. In 
ceramic HTSC materials two peaks in X" with temperature are sometimes seen7. 
The X" peak-temperature curve in crystalline samples lies between the HC1 and 
HC2 temperature curves8. Malozemoff et a18, noting that the X" curve coincides 
with a curve determined by dc magnetometer measurements of field-cooled and 
zero field-cooled magnetization data which separates regions of magnetically 
reversible from nonreversible behavior, call the X" peak -T curve the irreversibility 
line (IL). This definition will be used in the present work. 

The position of the IL is observed to depend upon many factors and can vary 
for different samples of the same material6. One of these variables is the frequency 
of measurement9, and this factor will be the main subject of the present work; some 
preliminary studies of this nature have been presented earlier6. In the current work 
extensive results will be given for a ceramic form of YBa2Cu307-xO which allows 
for the testing of a number of variables and their effect upon the frequency and 
other dependences; additional results will be given for other crystalline HTSC 
materials and compared to those for the ceramic. Current theories of high 
temperature superconductivity will be examined to see how and if the experimental 
results fit the theories. 

EXPERIMENTAL 

Susceptibility measurements were made using conventional ac inductance 
techniques described previously 10. A small opposed secondary mutual inductance 
coil set containing a 1 mm diameter, 5 mm long sample volume and a temperature 
sensor is surrounded by a heater coil and a magnetic field coil and enclosed in a 
0.5 in diameter thin wall stainless steel tube which can be inserted into a standard 
liquid helium dewar. The secondary coil are each 10 cm long and consist of 5 
layers of #38 copper wire. The two sections are separated by 5 mm and are wound 
in opposition on a 1.5 mm Ld. thin paper form. A primary coil consisting of 3 layers 
of #38 wire is wound on each secondary, and the number of primary turns on one 
section are adjusted to give essentially zero output voltage from the secondaries 
for current in the primaries. An opening is made between the coil pairs for insertion 
of a Lakeshore diode temperature sensor. A single layer non-inductively wound 
heater coil is wound of #30 manganin wire on top of the primary coils, insulated 
from the latter with glass tape. A 4 layer solenoidal field coil 3" long is wound of 
#28 copper wire on top of the heater coil and also insulated from the heater with 
glass tape. The whole assembly fits closely within a 0.5" o.d., 10 mil wall stainless 
steel tube positioned so that a sample in a glass capillary tube can be inserted into 
the core of one of the coils. The primary and secondary leads (thin coax cable), 
thermometer leads, heater, and solenoid leads are brought out through the other 
end of the 4' long tube for the necessary equipment connections. The mass of the 
assembly is small enough that the temperature of the sample can be adequately 
controlled by a combination of depth of the tube in the helium dewar and the heater 
current over the temperature range 4.2°K - 300K. A small temperature dependent 
background signal is measured in the absence of a sample and subtracted from 
the signal when a sample is present. An ac current of frequency 10 - 50,000 Hz 
induces an ac field of 0.01 - 15 Oe in the sample, and a dc magnetic field up to 400 
Oe can be applied. The secondary coil signal is detected with a lock-in amplifier 
for the in phase with the primary current and the signal quadrature component and 
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either plotted directly versus temperature on an X-V recorder or collected and 
stored in a computer for later data analysis. A rough calibration of sensitivity was 
made with a sample of pure lead filling the sample volume by measuring its signal 
at 4.2K. A detection level of 0.05% superconductor in the sample volume at 1000 
Hz was estimated for this apparatus. In practice this calibration could rarely be 
used due to the well known problems of determining bulk superconductivity with ac 
techniques 11. The present work will only be concerned with the quadrature signal 
from the sample. The phase of the lock-in amplifier was set by measuring a strong 
X HTSC sample at low temperature and adjusting the in-phase signal for maximum 
and then using the quadrature phase to determine X". This technique was found to 
be more accurate than trying to adjust for zero phase, and this procedure was 
found to give consistent results over a range of sample X strengths and 
temperatures and gave results in agreement with literature values where 
comparisons could be made. 

SAMPLES 

Most HTSC materials cannot be shaped readily to explore the effects of 
changes of size, demagnetization factors, and surface condition upon the IL 
behavior. Most ceramic samples which can be shaped or modified have such weak 
and broad X" peaks that the IL dependence cannot be obtained for them. However, 
a ceramic YBa2Cu307-x material made in the form of approximately 1 mm 
diameter rods several cm in length has a relatively sharp, clean X" peak which can 
be followed as a function of a number of variables. This material is made by ICI and 
described in the literature 12. Two X" peaks are not seen in this substance, 
apparently because the individual grains are too small to produce a measurable 
intragranular signal; thus the X" peak will be the result of the intergranular 
properties of the material. 

The ICI material allows the demagnetizing factor for the sample to be varied 
by adjusting the length of the sample with the measuring fields along the axis of the 
rod; the effect of change in sample diameter can be observed by mechanically 
removing material from the surface, keeping the same field orientation. 

Results for the frequency and magnetic field behavior of the IL of the ceramic 
material will be compared with results obtained for single crystal and thin film 
YBa2Cu307-x and, for comparison with other compositions, with Single crystal 
Bi2Sr2Ca1CU20y and T12Ba2Ca1CU20y. Preparation of these materials has been 
reported previously 13. 

GENERAL RESULTS 

Typical plots of the IL for the ICI YBa2Cu307-x, single crystal YBa2Cu307-x, 
Bi2Sr2Ca1 CU20y, TI2Ba2Ca1 CU20y and two YBa2Cu307-x thin films are shown 
in Figure 1 for dc magnetic fields up to 400 Oe. at 20kHz with H = 0.2 Oe. 

These data have not been corrected for demagnetizing factors which, as will be 
seen later, can be important. On this scale of magnetic field, the IL of the single 
crystal YBa2Cu307-x is essentially vertical, so that the intergranular IL for ceramic 
forms of this material is much more field dependent than the IL. However, the IL for 
single crystal Bi2Sr2Ca1 CU20y and TI2Ba2Ca1 CU20y is even more field 
dependent than the ceramic YBa2Cu307-x. 
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The frequency dependence of the ICI material IL from 0.1 kHz to 20 kHz is 
shown in Figure 2; on this scale the IL of the bulk YBa2Cu307-x is 
essentially frequency independent. The frequency dependence of the IL for 
Bi2Sr2Ca1 CU20y is shown in Figure 3; the dependence for TI2Ba2CaCU20y is 
similar to that for Bi2Sr2CaCU20y but displaced to higher temperatures. The 
dependence for these materials is even stronger than that for the ceramic 
YBa2Cu307-x· 

The sample demagnetizing factor for the ceramic YBa2Cu307-x was 
progressively increased by shortening the sample. Tables of demagnetizing 
factors for short cylinders were used to determine the factors for the various 
length/diameter ratios 14. These results are shown in Figure 4 for 5 kHz, and it is 
seen that increasing the demagnetizing factor has a pronounced effect of lowering 
the slope of the IL. Figure 5 compares the IL for two different demagnetizing factors 
for different frequencies. 

Increasing the demagnetizing factor lowers the IL slope, and the lower the 
measuring frequency, the lower the slope becomes down to about 1 kHz; below 
this frequency little change occurs. Further data which will be useful in calculating 
demagnetizing field effects is shown in Figure 6, where relative flux exclusion is 
plotted versus magnetic field at 77K for the various ceramic sample lengths at 
20kHz. Similar plots as the frequency is lowered show increasing dependence of 
flux exclusion upon magnetic field. 

The effect of reducing the sample diameter of the ceramic sample on the IL 
at 1 kHz is shown in Figure 7. A length of rod was gently scraped around the 
periphery with a sharp blade to progressively reduce its diameter by stages, with 
the measurements done for each stage. The IL slope is seen to lower in a 
nonlinear way as the diameter is reduced. The lower the measuring frequency, the 
lower the slope, again down to about 1 kHz, below which there is little change. The 
effect of the strength of the ac measuring field on the IL for 1 kHz is shown in Figure 
8. The slope of the IL line is lower the higher the ac field, and the lower the 
measuring frequency, the greater the effect down to about 1 kHz. 

DEMAGNETIZING FIELD EFFECTS 

Before discussing the physical phenomena underlying the IL, the effect of 
changes in the sample internal magnetic field upon the IL should be considered. 
The internal field Hin = Hex - DM, where Hex is the external field, M the sample 
magnetization, and D the sample demagnetizing 

Table 1. Calculated internal magnetic field Hi at 
constant flux exclusion 

D 

0.030 
0.115 
0.225 
0.015 

f,kHz 

20 

M,a.u. 

233 

Hex 

215 
190 
145 
78 

222 
216 
215 
221 
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factor 15. Since for superconductors M is negative and often large, any appreciable 
demagnetizing factor will cause a demagnetizing field to add to the external field; 
consequently as the demagnetizing factor increases for a given material, there will 
be a shift downwards in the slope of the IL. This effect is illustrated in Figure 4 for 
the ceramic sample and can be quantified by using the data of Figure 6 at constant 
flux exclusion to calculate the internal field for the various demagnetizing co­
efficients. The results are shown in Table 1, where a constant internal field results 
with the demagnetizing field correction. This constant internal field then is the 
appropriate field to use for the IL. Thus quantitative slopes of the IL must take into 
consideration demagnetizing fields, particularly samples with large demagnetizing 
factors such as thin films and flat crystals noted above for Figures 1 and 2. 
However, the necessity for a demagnetizing field correction says nothing about the 
observed IL frequency dependence. 

THEORIES 

The peak in X" versus temperature for HTSC materials has been variously 
defined by Palstra et al16 as indicating the temperature at which the measuring 
frequency and magnetic vortex system relaxation time is the same, by Worthington 
et al9 as when the ac field just penetrates to the center of the sample, by 
Malozemoff et al8 as where irreversibility sets in as the temperature is lowered, and 
by Nikolo and Goldfarb7 as arising from flux creep at grain boundaries (for ceramic 
materials). These interpretations depend upon the model chosen to view the 
superconductor: vortex glass17, flux creep18, thermally assisted flux flow19, flux 
lattice meiting20, etc. All these models deal in some way with flux motion dynamics. 
Gammel21 has recently critiqued these theories in terms of experimental data for 
X", finding a thermally activated model providing the best fit. However, the crystal of 
Bi2Sr2Ca1 CU20y used had a large demagnetizing factor, and no mention was 
made of corrections to the data, which, as shown above, are very important for 
quantitative discussion. More recently Gammel et al22 have concluded from high 
field I-V measurements that data for YBa2Cu307-x better fits a vortex glass model, 
while Malozemoff claims magnetic data23 is better explained by flux lattice melting. 
No one theory seems to explain in general all or even much of the data for HTSC 
materials. 

FREQUENCY DEPENDENCE 

Most thermally activated theories of HTSC materials start with the Campbell 
and Evetts formulation for flux vortex motion24 which requires a logarithmic time 
dependence of the IL. Our previous work has shown that data obtained with the 
above techniques for crystalline HTSC material can be fitted well to the thermally 
assisted flux flow (TAFF) theory of Kes and coworkers 19. This theory predicts that 
(1 - Tp/T d a H2/3, where Tp is the X" peak temperature. A plot of this kind for the 
ceramic ICI material is shown in Figure 9 and the fit is at least as good as for the 
crystalline material. The slope varies approximately logarithmically with frequency 
at higher frequencies as the theory predicts, and the fit is equally good over the 
range of frequencies used. This result suggests that interparticle as well as 
intraparticle flux motion in YBa2Cu307-x is thermally activated. A logarithmic 
dependence upon the frequency of measurement for X" peak temperatures has 
generally been reported8, but these measurements are typically well above 1 kHz; 
as shown here and in other reports3,7, at least for YBa2Cu307-x, the IL is 
independent of frequency below about 1 kHz. 
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DISCUSSION 

Some aspects of the results reported here are reasonably interpreted by 
theories like TAFF; others are less clear. It should be born in mind what is being 
measured: a change in complex inductance of a coil produced by changes in the 
permeability of material making up the core of the coil as the temperature/magnetic 
field/frequency is changed. This perm-eability is a measure of the magnetic flux 
state of the superconductor, and dynamic changes in flux produce the results 
measured. The relatively weak ac field provides a "tickler" field added on to the 
usually much stronger dc field; this tickler field in essence interrogates the 
magnetic state of the material. 

The TAFF theory as formulated by Malozemoff et al8 predicts in addition to 
the Hdc dependence, a dependence of the IL upon the thickness of the sample and 
upon the strength of the ac magnetic field. Figures 7 and 8 both show the type of 
dependence the theory predicts. Thus this theory is able to predict a number of the 
magnetic properties of the HTSC materials, at least for higher frequencies and 
moderate fields. 

0.16 

• Ceramic VB. CuD 

u • 20 kHz 
E-< A 6 kHz --.... 

'::0. • 1 kHz 

E-< 

10 20 80 4" 5" 
W2/3 

Fig. 9 (1 - Tp/T d versus H2/3 for ceramic YBa2Cu307-x. 

The frequency independence of the results below about 1 kHz suggest that 
the flux vortices can move in time with the ac field and thus represent a stable state; 
above this frequency the vortices cannot move in synchronism with the ac field and 
a different dynamic state results. The vortex-glass picture of superconductivity 
given by Fisher25 predicts this kind of behavior in that as the frequency of 
measurement approaches zero, a finite IL results where the X" peak temperature 
now represents a "glass transition" temperature for the vortex system. The TAFF 
theory in contrast predicts an IL approaching zero as the frequency goes to zero. At 
higher temperatures the glass-vortex theory predicts a power law dependence; 
over the range of frequencies used in the present work, such a fit is not accurate 
enough to draw any conclusions. Other work, where such fittings are done21 , 
find some agreement with experiment, but not as good as with a thermal activation 
theory. 
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The present results provide some insight into the nature of the intergranular 
material in the ICI ceramic YBa2Cu307-x~ The flux exclusion versus magnetic field 
results shown in Figure 6 do not show the rapid falloff of flux exclusion in weak 
fields characteristic of weak-link connected grains26, and since the ICI material fits 
the TAFF theory well, it appears that, other than the stronger magnetic field 
dependence, the ICI YBa2Cu307-x has the intrinsic properties of the single crystal 
material compound. The increased field dependence can be explained by the fact 
that the material has a porous structure 12, so that there are many regions of small 
cross-section where the magnetic field lines are concentrated by the repulsion of 
the surrounding bulk grains. This concentration increases the strength of the local 
field in the small cross-section areas to above that of the external field, producing 
an apparent shift downward of the IL. Such local field concentration has been 
invoked by Askew et al27 to explain irreversible critical current behavior in 
YBa2Cu307-x· 

CONCLUSIONS 

The results reported in this work show a complex behavior of dynamic 
magnetic properties of some high temperature superconductors over a range of 
temperatures, magnetic fields, and frequencies of measurement. An irreversibility 
line IL is defined by the temperature dependence of the peak in X" versus magnetic 
field measured at a particular frequency. The IL properties of a ceramic and some 
single crystal HTSC materials are compared and shown to be widely different. The 
effect of demagnetizing factors upon the IL of a ceramic YBa2Cu307-x material has 
been qualitatively determined and shown to have a strong effect upon the position 
of the IL. The observed much stronger magnetic field dependence of the IL of 
ceramic YBa2Cu307-x compared to bulk material has been explained by local 
magnetic field enhancement due to flux compression in this porous structure. 
Experimental results have been compared to the predictions of various theories. 
Thermally activated flux flow provides a good fit to the data for moderate magnetic 
fields and higher frequencies; however, this theory does not predict the frequency 
independent IL observed below 1 kHz. Instead the data fits the predictions of a 
glass-vortex theory of superconductivity in this frequency range; this theory in turn 
does not fit well higher frequency results. To date no one theory of high 
temperature superconductivity seems capable of explaining all of the dynamical 
properties of HTSC materials. 
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UTILITY OF TIlE Xac RESPONSE IN TIlE LOW FIElD LIMIT FOR 

CHARACTERIZING INHOMOGENEOUS SUPERCONDUCTORS 

B. Loegel, D. Bolmont and A. Mehdaoui 

Laboratoire de Physique et de Structure Electronique des Solides 
Facu1t6 des Sciences, Universite de Haute Alsace 
4, rue des freres Lurniere, 68093 Mulhouse Cedex, France 

INTRODUCTION 

Characterizing a superconducting transition by initial susceptibility leads to highly variable 
results in inhomogeneous compounds and the shape of the transitions (both for X' and X' ') 
depends of numerous parameters such as: fabrication processes / thermal treatments, 
morphologies / shapes (bulk, wires, thin films, single crystals, powders), stoichiometry, 
coexistence of several phases, field orientation, etc ... One can thus easily understand the 
difficulty encountered in comparing results obtained in different labs, using various 
experimental techniques applied on samples of different shapes! 

The HTSC are very typical of such problems and we present here our analysis of initial 
susceptibility measurements in the low field limit which, in spite of numerous parameters 
governing the transition shapes, allows a comparison between various superconducting 
systems obtained under different fabrication conditions and morphologies. It is not our aim to 
give here some theoretical discussion from an expert point of view, but we rather give here a 
user's point of view, presenting a phenomenological treatment of experimental data. Our 
analysis leads to a critical dynamic field and estimates the "quality" of an inhomogeneous 
superconductor in relevance to the strongness of flux pinning in ac fields 

I - TIlE WIDTH OF A MAGNETIC TRANSmON vs APPLIED FIELD AMPLITUDE 

The origin of the superconducting transition broadening under ac or dc magnetic fields for 
a typical hysteretic type II superconductor lies in the magnetic phase diagram as sketched in 
Fig. 1 which gives the static susceptibility X=M/H, where M is the magnetic moment of a 

sample and H is the dc magnetic field whereas the ac susceptibility Xac=(dM/dh)H=O is given 

as Xac=X' -iX" (figure 1 (left) for dc fields Happl on the order of one or two Teslas and figure 
I(right) for ac fields on the order of one or two Gauss). The transition begins for decreasing 
temperature, in a given applied field, when Happl = Hc2 (or h = Hc2) and ends when Happl = 

Hc1 (or h = Hc1)' Diamagnetic shielding is complete at lower temperatures (X = -1). Onset in 
ac magnetic fields is less field dependent owing to the steeper slope of Hc2(T) in the low field 

limit. The high temperature superconductors (IITSC) H-T diagram exhibit moreover two 
peculiar points I : (i) very high Hc2 values, and thus a nearly vertical line for the Hc2(T) curve 
with the scales commonly used for ac fields (ii) low HcI which give rise to incomplete 
diamagnetic shielding, even at low temperatures and fields. 
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In characterizing a superconducting transition one must take into account the existence of 
the above described H - T phase diagram, complicated by the granular structure encountered 
especially in HTSC. The superconducting ceramics are formed by an assembly of grains 
(intragrain material with critical temperature Tcg and critical fields He I g and He2g ) embedded 

in the intergrain material (with critical temperature T l and critical fields Be 1 J and Bel). 
The grains are superconducting as soon as T l < T < T cg but the intergrain material is only 

superconducting for T < T l. Combining now two H - T diagrams for both granular and 

intergranular phases, we obtain the qualitative result presented on figure 2: X' presents r. 

H H 

T T 
i i !Tc 
iii X" 

i! 1 
. II I .. 
. I ! I. 

T T 

X 
X' 

Figure 1: (H, T) phase diagram for type II superconductorsfor dc field Happl (left) and ac 
field h (right) 

plateau and X" exhibits two peaks. The detailed behaviours for x'(T) and X"(T) take account 
of the characteristic parameters (T c' s and He's) and also of the volume fractions of each phase, 
explaining therefore the great spread of behaviours experimentally observed both for the 
diamagnetic shielding and the energy losses. Although the field dependences for both X'(T) 

and x"(T) are very different in each case we will see below that a careful analysis of such 
curves in the low field limit (hac « loe) is very useful for comparative studies. 
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THE REAL PART OF THE AC INITIAL SUSCEPTIBILITY AND ITS FIELD 
DEPENDENCE 

Our measurements were done between R.T. and 50K (pumped nitrogen) for ac fields hac 
ranging between 10-4 Oe and 102 Oe (8 10-3 Nm < hac < 8 103 Nm) and in some cases with 
superimposed dc fields Hdc ( 1 Oe < ~c < 20 Oe). Results given on figure 3 are obtained for 
sintered YBaCuO polycrystals. 

The response to the driving field hac is also monitored by an oscilloscope, and is 
sinusoidal as long as there is a linear relationship between B and H, i.e.a9 as long as the 

H 

T 

T 

X' 

Figure 2: (H, T) phase diagram for type II superconductors with two phases and relevant 
behaviour of the susceptibility 

susceptibility is field independent 2,3,4. B - H loops take place when vortices are depinned, 
leading to distorted oscillograms as already observed some years ago in various 
inhomogeneous superconductors2,4,5,6,7,8. The structure of the oscillograms was more 
recently discussed in details by MUller et al. in the framework of the critical field 
model9,lO,ll. 

We observe distorted oscillograms as soon as the vortices are depinned (figure 7), in other 
words as soon as the applied field exceeds a critical value (depending generally on 
temperature) which will be called critical dynamic field hc *(T) in the case of ac fields. 
Distortions are thus observed in a strong energy dissipation regime corresponding also to the 
vicinity of the X" vs T maxima (this point will be discussed in § ill). 

The shapes observed experimentally for x'(T), can be classified into two categories, in 
relevance to the critical value hc *(T) for the applied field: 
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Figure 3: Real part of the susceptibility for some YBCO polycrystals. Numbers give the 
applied field hac (Oe). 

a) steps disappearing below some field limit: the appearance of field independent x'(T) curves 
signifies that we have reached ac fields hac below the critical dynamic field hc *(T). 
b) steps remaining down to the lowest fields: the persistence of steps corresponds otherwise to 
the existence of phases with significant critical temperature differences (e.g. Y20, figure 3) 

In order to determine the value of the critical dynamic field hc *(T), we plot the real part 

X'(T) of the susceptibility in reduced coordinates X'(hac)/X '(hac min) vs hac. where hac min 
is the lowest driving field hac used in measurements and with the temperature as a 

parameter12,13,14, Such a plot leads, at constant temperature to a straight horizontal line at 
ordinate + 1 until the critical dynamic field is reached. Departure from the value +1 at a given 
temperature gives the critical dynamic field for that temperature (figure 4). 

We extend our analysis - in order to check the utility of such a test - to other compounds 
(BiSrCaCuO, BiPbSrCaCuO), other fabrication techniques (zone melting, flux method) and 
other morphologies (single crystal, wire). The critical dynamic field deduced from X '(T) was 
also estimated from results published by other authors on various inhomogeneous 
superconducting compounds15 through 23. Our analysis depends obviously of hac min and a 

1.2 
~ S3 0 
III 
<:> 
<:> 

8 0.8 
?< SS K -- 0.6 6K ..-, T v 
t"l 6S K 
? 0.4 r---x 70 K 

0.2 
7S K ,- 80, K 

0 85 K 

0.001 0.1 10 1000 hac(Oe) 

Figure 4: Real part of the susceptibility in reduced ordinate X'(hac)/X'(hac min), hac min = 
0.005 Oe, for single crystal S3. 
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comparative study is only possible if the lowest measuring field lies in the range where X'(T) 

becomes field independent, i.e. hac min < hc *(T). We therefore make the assumption -when 
necessary - that the lowest stated ac field satisfies such a condition. However, an accurate 
value for hc *(T) is sometimes difficult to obtain from the published data owing to the small 

number of ac fields used. 
Geometrical factors and frequency effects are not taken into account by the 

phenomenological methods we describe below, but most of our conclusion are based on 
1ualitative comparisons and it is noteworthy that similar geometries yield also very different 

h~(T)r--------;-;:-----------' 

10 

0.1 

0.01~ 
)~~10 

0.001 '-------'-_-'---_-'------'-_--'--_-'------'--' 
11 

o 20 40 60 80 100 120 T(K) 

Figure 5: Phase diagram in the ac low field limit. 1: YBCO single crystal S3. 2: zone melted 
poly-BSCCO. 3: sint. poly-YBCO air-treatedI6. 3': sint. poly-YBCO 02-treatedI6. 4: sint. 

poly-YBCOI5. 5: YBCO wire. 6: sint. poly-YBC017. 6': sol-gel poly-YBC017. 7: YBCO 
thin fiIm lS. 8: sint. poly-PbM06SS23.9: poly-NCC022. 10: sint. poly-BSCC 221219. 11: 

sint. poly-BSCC 2223. 12: sint. poly-LSC020. 13: sint. poly-LC021.(sint.: sintered. poly: 
polycrystal). 

behaviours for the initial susceptibility. 
All the results we obtained by applying the above analysis are summarized on figure 5 and 

will be discussed below. But, before discussing these results (obtained from an analysis of the 
low field limit of the real part of the susceptibility X'(T, hac», we will present an alternative 
method, based on the analysis of the low field limit of the imaginary part of the susceptibility 

X"(T, hac)· 

TIlE IMAGINARY PART OF TIlE ac INITIAL SUSCEPTIBILITY AND ITS FIELD 
DEPENDENCE. 

The peak in the X" vs T curves broadens and TM (temperature of the maxima) decreases 

with increasing applied ac field hac (figure 6). A second peak is also frequently mention ned in 

the literatureI6,IS,19,22,24,25 and we observed it also in some of our alloys ( see Y17 and 
Y20 on figure 6 and S 1 on figure 9). 

A detailed study allows one to distinguish two different behaviours by studying - as for the 
real part of the susceptibility - the field dependences in the low field limit. 
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On the basis of the H-T diagram (figure 2) we observe distinct maxima TM1 and TM2' 
even in the low field limit, when two phases with significant different critical temperatures Tc1 
and Tc2 coexist, and the difference T Ml - T M2 is of the same order of magnitude than T c 1 -

Tc2. The persistence of two peaks in the low field limit for X"(T, hac) corresponds to the 

persistence of steps in the low field limit for X'(T, hac). 

~ ·c 
= 

Y4 

t! 0,16 
~ 0,005 

60 80 

Y20 

100 40 60 80 100 

VI7 Yl7 

40 60 80 100 

TEMPERATURE (K) 

Figure 6: X" for some YBCO sintered polycrystals, applied field hac in Oersted. Number in 
circles correspond to the oscillograms of figure 7. 

The simplest behaviour expected for the T M vs field dependence is a nearly constant value 
as long as the applied ac or dc magnetic field is lower than the corresponding critical fields 
(e.g. as long as energy dissipations are negligible), and a sharp breakdown as soon as the 
critical value is reached. The situation is somewhat more complicated in the HTSC where 
Clem's model26 based on weakly coupled grains describes the granular systems quite well. 
Vortices move through the intergrain material when e.g. hac > HclJ (Here HclJ is the 
intergranular critical field and has a value of approximately 1 De). Above lIelJ' TM decreases 

linearly 16,17,26,27. TM lies in all cases between Tc and TcJ' where Tc is the critical 

temperature corresponding to the appearance of shielding effects (X') and energy losses <X"), 
and T cJ is the temperature at which thermal fluctuations destroy phase coherence between 

grains: Clem's model gives Tc - TcJ = 1.4K for Tc = 95K. Experimental results for ac 

magnetic fields show that TM vs hac extrapolates not toward Tc for h~ = 0, but to a lower 
value which we denote as TMo, and Tc - TMo is of the same order of magnitude as Tc - TcJ 
(Table I). 

A kink: in the T M vs hac curves appears clearly in some cases (figure 8) and gives directly 
the critical field which we called critical dynamic field hc * in the case of ac fields. But many 
bulk samples exhibit smoothed kinks arising from e.g. a spread of critical fields among the 
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VI7 hac = 10 Oe 

50K and &OK o 88K o 

a5K 12K 

Figure 7: Oscillograms taken at the secondary of the Hartshorn bridge (sample Y17, f=330 
Hz). 

microcrystals. For this case and for the sake of comparison among superconductors in a wide 
critical temperature range, we use a semilogarith,mic plot of (T c -T M) / T c versus a reduced 

variable hadhc * leading to a "universal curve,,28 where the critical dynamic field hc * is the 
single fitting parameter. 

We discuss next the results obtained by our analysis both on the imaginary part X " and the 

real part X' which give the same trends. 

PHENOMENOLOGICAL ANALYSIS OF TIIE ExPERIMENTAL RESULTS. 

Polycrystalline and bulk high Tc samples. 

Table I gives the critical dynamic fields deduced from our phenomenological analysis for 
some experimental results we obtained on YBaCuO and BiSrCaCuO samples and other data 
available in the literature including LaBaCuO compounds and Chevrel phase28,29. 

A comparison between the critical field hc* - obtained from the above analysis of X"(T, 

had - and the critical field hc *(T) - obtained in the previous section from the analysis of 

X'(T, hac) -shows that the values obtained in both ways are of the same order of magnitude 
and the temperature independent critical field he * corresponds roughly to the low temperature 

limitofhc*(T): hc*'" hc*(T) for T -+ O. 
On the basis of these results we can now draw some general trends for both critical 

dynamic fields: . 
1. The highest critical fields are obtained for the most homogeneous cases like the 
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Table I: Critical dynamic fields he * (Oe) obtained from X"(T, hac) for YBaCuO samples. Hcl: 
first static critical field; Tc : critical temperature. T MO : extrapolated value of T M for hac = 0) 

YBaCuO polycrystals, sintered 

Ref. Type hc*(Oe) Hc1(0e) Tc-TMO(K) 

[17] oxyde powder 0.65 40 4.9 
[16] air treated 0.8 
[11] intergranular, calculated 2.1 
[16] oxygen treated 2.6 41 1 

wires 2.0-5.8 
[30] 5.0 
[31] 8.0 
[15] 16.0 

Y17 3.5 82.5 1.9 
Y4 2.7 
Y29 (sieved, <40 ~) 0.2 

Y31 (sieved, 50 Ilm -60 Ilm) 0.75 
Y33 (sieved,106Ilm -212Ilm) 1.25 

YBaCuO polycrystals, other fabrication techniques 

[18] thin film 0.5 23 5.8 
[17] sol-gel 8.5 141 0.5 
[30] partial melted, intergranular peak: 200 
[30] partial melted, intragranular peak: 350 

Table II: critical dynamic fields hc*(Oe) deduced from X"(T, hac) for various polycrystalline 
compounds and for YBCO single crystals ( *: with superimposed dc field Hstat =8 Oe) 

Other polycrystals YBaCuO single crystals 

Ref. Type hc*(Oe) Ref Type hc*(Oe) 

B2 (phase (2212),Tc=80 K) 0.27 (Sl) hac II c TM1 50 
BSCC (phase (2223).Tc=110 K) (Sl) hac II c TM2 50 

(estimated from x'(1') lOx (hc* (SI) hac.l c TMH 85 

of phase (2212» (SI) hac.l c TML 1.1 

[22] (Nd 1. 85CeO.15)Cu04 10-2-10-3 (SI) hac.l c TMH 34* 

[19]BiSrCaCuO poly, sintered <0.1 ? (SI) hac.l c TML 4* 

[25]PbMo6S8 1.7 (S3) hac.l c 50 
[32]LaBaCuO 3.2 [34]YBaCuO single crystal 35 
[33]BiSrCaCuO, zone melted 0.351 [11 ]intragranular. calculated 

BiSrCaCuO, zone melted 5-151 fromx"(1') 102-103 
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intragrain material of Costa et al30, or single crystals (see § IV - 2) and are of the same order 
of magnitude as are the intragrain values calculated by MUller eta1.9,10, 11. 

2. We observe a large spread for the critical fields among a given type of compounds 
which reflects the high sensitivity of these critical fields to fabrication processes and thermal 
treatments. In a system like YBCO fabricatioI). processes themselves influence the granularity 
of the samples: 

- Thermal treatment under flowing oxygen results in better critical fields than under air l6. 
- Sintered samples exhibit lower hc *'s than sol-gel fabricated samples17. 

- Partially melted samples show always very high critical fields30. 
3. Independently of the classes of compounds, we observe that, on one hand, the lowest 

critical fields are always characteristic of sintered samples and, on the other hand, the highest 
critical fields are obtained for partially melted30 or zone melted samples 19 . 

4. It is usually difficult to fit the results for BSCCO and BPbSCCO compounds, 
nevertheless the hc *'s order of magnitude for sintered compounds is much lower than for 
YBCO compounds. This is the case for both the 2212 (Tc = 80K) and 2223 (Tc = 11OK) 
phases. 

Single crystals. 

The transition shows a very weak dependence on applied ac field. In the low field limit we 
observe furthermore 14,29 (i) field orientation effects (as already observed35 the peak of 

x"(T) is broader for hac applied perpendicular to c axis) (figure 9) (ii) fine structures (figure 
9) 

The analysis of the field dependence with the above described method leads generally to 
very high critical dynamic fields hc * (table IT). When applying the analysis of the X' data 
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Figure 8: TM (TM: Temperature ofthe maxima of Figure 9: X" forYBCO single crystal S1. 
"(T» 1· d fi Id h C f h . hac = 1.6 Oe (f=330 Hz). X vs app Ie Ie uac lor one 0 t e maxIma 

of the single crystal SI (hac.l c-axis). 
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described in § II - 2 to single crystals we obtain again the highest values for hc *(T). Single 
crystals have therefore the highest critical fields and only intragrain material and some partially 
melted polycrystals can compete with them. 

v -DISCUSSION 

There is clearly a link between the critical dynamic field as defined by us and pinning 
energy and critical current density (a roughly linear dependence of hc * vs jc can be deduced 

from some data 17,19). However single crystals and thin films support current densities well 

above 106 Ncm2 at 17K while for polycrystalline HTSC the critical current densities are 
lower by about three orders of magnitude. On the other hand, the critical dynamic fields of 
single crystals, intragrain material and partially melted or zone melted polycrystalline HTSC 
lie in the range 5Xl02 Oe< hc *, hc *(T) < 5X103 Oe whereas other polycrystalline HTSC and 
thin films are often lower by more than an order of magnitude. 

The high critical fields obtained for single crystals indicate strong pinning, although they 
are virtually free of inhomogeneities. Pinning can be very efficient when the pinning sites are 
of atomic sizes and of the same order of magnitude as the correlation length (the presence of 
"junctions" results from the short intrinsic coherence length of the oxides, combined with the 
presence of extended crystallographic defects of atomic size , e.g. staking faults and twin 
boundaries in single crystals44). This can also be the case for the CuO planes45,46 which 
lead to different pinning forces or activation energies39 for ac fields II and .1 c-axis, in 
agreement with the hc *'s measured in both direction (table II). The fine structure mainly 

observed in the X" vs T curves for hac .1 c-axis are in agreement with the staircase model of 

Couach et al.35. 
High critical dynamic fields and activation energies are observed when fabrication 

processes involve melting (zone melting, partial melting, QMG (quench and melt growth), 
melt processing). We observed high he * (or hc *(T» for zone melted BSCCO and the hc *'s 

for partially melted YBaCu030 are even higher than those obtained for single crystals. 
Similarly QMG processed YBaCuO crystals have much higher pinning potentials than single 
crystals42 and although the size of inhomogeneities like 211 inclusions present in melt 
processed YBaCuO is relatively large compared with the coherence length, it was shown43 
that while large flux creep is observed in thin films exhibiting high jc values, flux creep is very 
small in melt processed YBaCuO -having a magnitude lower jc values- as the pinning potential 
of large normal precipitates is much larger than that of small pinning centers. This is in 
agreement with the critical dynamic fields we obtain for melted samples and thin films (table 
I). 

Flux creep effects are very small in conventional type II superconductors, but large in 
HTSC like YBCO and giant in Bismuth and Thallium compounds36. Core pinning becomes 
inefficient at preventing flux motion in the latter compounds. 

The critical dynamic fields for BSCCO are also about one order of magnitude lower than 
for YBCO for similar fabrication techniques, as expected if the pinning force is very 
weakI4,28,29,37. Pinning in 2212 phase is even weaker than in 2223 phase37, in agreement 
with the results of Reissner et al. 38. Our results are also in agreement with the drastic 
difference of the pinning or activation energies between YBCO and BSCCO observed by 
several groups38,39,40,41 ,47. 

Very low critical dynamic fields and thus pinning energies in Bi-based polycrystals means 
that even the small currents used for electrical resistivity measurements lead to magnetic fields 
which are high enough -in the neighborhood of the critical temperature- for making the 

electrical resistivity current dependent37. 
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CONCLUSION 

Initial susceptibility measurements provides a very simple and useful tool for comparing 
activation energies and/or pinning forces when analyzing the data in the low field limit. The 
analysis is applied to various superconducting high Tc compounds and also low Tc 
compounds like Chevrel phases, obtained under different morphologies (Bulk, powders, thin 
films, wires, single crystals, ... ) and with different fabrication techniques (Sintering, sol-gel, 
zone melting, partial melting, ... ). 

Such an analysis should be very profitable for controlling fabrication processes involving 
e.g. shock processing, melt quenching, melt casting, field oriented precursors and addition or 
subtitution of elements. 

We are also currently studying the frequency dependences of the critical dynamic fields. 
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A.C. SUSCEPTIBILITY STUDIES OF 

TYPE-II SUPERCONDUCTORS: VORTEX DYNAMICS 

Xinsheng Ling, and Joseph I. Budnick 

Physics Department, University a/Connecticut, Storrs, CT 06269 

INTRODUCTION 

The discovery of high-Tc superconducting oxides has revived interest in studyin~ the 
vortex dynamics of type-II superconductivity (see two recent review papers of Brandt1,2). A 
very powerful method of investigating the vortex dynamics is the alternating-current (ac) 
magnetic measurement. Experimentally one usually superimposes a small ac field on a large dc 
field and determines the real part X I and the imaginary part X" of the susceptibility by 
measuring the change of inductance and effective resistance of a pickup coil surrounding the 
sample. Corresponding to the superconducting-to-normal transition, one usually finds a step-
like change in x: and a peak in X". Even though there has been a large number of experimental 
investigations on low temperature superconductors 3,4 as well as on high-Tc 
superconductors,5,6 the theoretical interpretations 7,8 of ac susceptibility of a type-II 
superconductor have been controversial. The controversy over the interpretation of the 
dissipative X" peak is particularly noteworthy in studies of the vortex dynamics of the high-Tc 
superconductors. In this paper, we present experimental ac susceptibility data on a 
conventional hard superconductor Nb3AI and on crystals of YBa2Cu307-o. The data will be 
compared with several theoretical models. Comparison between ac susceptibility and dc 
magnetization will be made with respect to the issue of the so-called "irreversibility line".9 

OUTLINE OF MODELS FOR AC SUSCEPTIBILITY 

There have been mainly three types of models suggested in literature in various 
microscopic physical pictures for the ac susceptibility of non-ideal type-II superconductors. 
The first type of model assumes a temperature (and field) dependent relaxation time 't, which 
measures how fast the system approaches equilibrium after a disturbance. lO The resulting 
expression for the complex susceptibility is usually of the Debye form 

X = xol(1 +ion) = X' - iX" (1) 

where Xo is the static susceptibility and 0) is the frequency of the perturbing ac field, X:IXo = 

1/(1 +(O)t)2) and X"IXo = o)t/(l +(0)-t)2). Fig. 1 (a) shows a plot of X' and X" as a function of 

O)t for this type of model. In this model, a x"-peak results at the temperature at which lit 

reaches the measurement frequency 0). We will see later this Debye form is not appropriate to 
describe superconductors. 

The second type of model emphasizes the diffusive motion of flux lines.8,1l When a 
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superconductor shows a linear resistivity P due to diffusive flux motion, regardless of its 
origins, the penetration depth of the ac field is a skin-depth ~s = (c2p/21tro)1/2. The real and 
imaginary parts of ac susceptibility have the following fonns 

47tX' = -I + (sinhu+sinu)/(u(coshu+cosu» (2a) 

47tX" = (sinhu-sinu)/(u(coshu+cosu» (2b) 

where u = d/~s, d is the sample dimension. X" reaches a maximum at Umax = 2.25 

corresponding to COpeak - 0.8c2p(T,H)/d2, where c is the speed of light. A plot of x' and X" as 
a function of u is shown in Fig. 1 (b). A systematic linear response theory was given by 
Brandt!! recently. With an ac field modulating a large dc field, Brandt showed that the 
penetration depth Aac of the ac field is 

where A is the London penetration depth, Ac = (c2B2/aL)1/2 is the Campbell!2 pinning 

penetration length, B = flux density, aL is the elastic restoring force density on flux-lattice (the 

Labusch parameter); 't is a characteristic time for flux-lattice to relax plastically, defined by 

aL(t) = aL exp(-t/'t); 'to = l1/aL is the relaxation time of the elastically pinned vortex lattice and 
11 is the usual flux-flow viscosity. The magnetic penneability of a thin superconductor is given 
by 

~(ro) = tanhv/v, v = d/2Aac. 

For 1/'t« ro « l/'to, v = d/2(V+Ac2)!/2 is real and the superconductor is purely inductive, 

otherwise v = (l +i)( rod2/8D) 1/2 where D = C2Pfm = Ac2/'t for rot « 1 and D = C2Pff = Ac2/to 
for CO'to » 1, Pfm is a linear resistivity associated with the plastic relaxation of flux-lattice, and 

Pee is the usual flux-flow resistivity which is associated with the elastic relaxation of flux­

lattice. Thus for the cases of ro't « 1 or ro'to » I, the expressions for the ac susceptibility 
have the fonn of eqs. 2 (a) and 2 (b) with u = 2!/2lvl. 

The third model is the nonlinear response critical-state model,!3 in which the ac 
susceptibility results from hysteretic penetration of magnetic fluxoids. The expressions for x' 
and X" (in cgs units) are the following 

47tx' = -1+HaJ(41tJcd), Hac<H*, (3a) 
47t;( = (l/31t2)HaJ(Jcd); (3b) 

41tx' = -1tJcd/Hac, Hac>H*, (3c) 

41tX" = 4JcdIHadI6rr/3)Jc2d2/Hac2. (3d) 

Eqs. 3(c) and 3(d) are only numerical approximations. A plot of x' and X" as a function of 
reduced temperature t = Tffc is shown in Fig. 1 (c), using parameters Hac = 0.1 Oe, d = 0.1 
cm, and Ie = 2(I-t). 

The major differences among the three models are that the first two types of models are 
independent (linear-response) of the ac field but dependent on the frequency of ac field. The 
critical-state model does depend (nonlinear-response) on the ac field and could be frequency 
dependent if the critical current density is time-dependent. Though all the models above can 
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Fig. 2: X" vs. X' for relaxational, diffusive and hysteretic models. 

give rise to a peak for X", the difference in their predictions for the relationship between x' and 

X" is very distinct. A plot of 47tX" as a function of -41tx' is shown in Fig. 2, in which the 

relaxation model shows symmetry with the X" maximum at 41tx' = -0.5. The diffusive model 
shows a slight asymmetry with X" at 41tx' = -0.435, and the critical-state model shows a 

distinct asymmetry with a maximum at 41tx' = -0.375. We will show that the critical-state 
model can give best account for the data in zero dc field or dc field perpendicular to ac field, 
while the low amplitude linear-response data with lidclIHac can be described by the diffusive 
Brandt theory. 11 . 

EXPERIMENTAL ME1HODS 

ac magnetic susceptibility: Two techniques were used for ac magnetic 
measurements: mutual inductance and self-inductance. A classical· Hartshorn type mutual 
inductance bridge was used for low frequency measurements. The circuit (see Fig. 3) can be 
divided into two parts, the primary and the secondary. The primary circuit consists of a 
primary coil (7.5 cm in length, 3500 turns of gauge 38 copper wire), the primary of a fixed 
transformer M which provides an in-phase voltage for balancing an inductive signal, a current 
limiting resistor Rl (1 ill) which is also a potentiometer providing an out-of-phase voltage for 
balancing resistive signal, a shunt resistor Rs (1.2 0) for monitoring the current in the primary 
coil, and a Hewlett-Packard 204C oscillator. The secondary circuit includes two coaxial 
oppositely wound pickup coils (each has length of 2.5 cm and inner diameter of 0.6 cm, each 
contains 2500 turns of gauge 42 copper wires) and one of them encloses the sample, a Gertsch 
ratio-tran along with the secondary of the fixed transformer M, two resistors R2 (0-0.1 MO) 

and R3 (10 0) fomling a voltage divider. The sample is glued with thermal grease on one end 
of a sapphire rod inserted into the pickup coil. The temperature sensor (silicon diode) is 
mounted on the other end of the sapphire rod outside the coil. A PAR 129A two-phase lock-in 
amplifier, with reference frequency at the fundamental, served as a null detector at the 
differential mode. The operational frequency of this mutual inductance bridge was limited to 
below 2 kHz by the self-resonance of the coils. The data presented in this paper with this 
technique was at 107 Hz. The d.c. magnetic field is provided along the coil axis by a copper 
wire solenoid (H < 300 Oe) or normal to the detecting coils axis by an electromagnet (H < 
3500 Oe). The procedure of balancing the bridge is as follows. The first step is to properly set 
R2. R2 should be small enough to have high sensitivity but large enough to suppress the signal 
to maintain the bridge balanced in a whole run. This is done by first cooling the sample to 
about 5 K, then adjust the phase setting on the lock-in such that a full scale adjustment on the 
potentiometer does not cause one unit of deflection on the quadrature channel. At the same 
time a full scale adjustment on the ratio-tran should also not cause a deflection in the in-phase 
channel. Then we can reduce the sensitivity and warm up the sample to above Tc while 
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recording the largest deflection in the in-phase channel (out-of-phase signal X")· Then we cool 
the sample back down to 5 K, and adjust RI to check if the full scale adjustment of R I can 
cause the same order of deflection in the in-phase channel or reset R2 so that RI can do so. 
Once R2 is set and the phase is properly adjusted the circuit is ready for collecting data. 

The data were collected during the warm up, due to the better control and sensing of 
temperature. For small sin.gle cIJ:stal samples, the filling factor is the main ~imit of s.ensi~ivity. 
As a compromise, the COlIs sit In the sample space where temperature IS changing In the 
measurement. The temperature change has two effects. The first is that the coil resistance 
changes and so does the ac field. The second effect is the phase of the r~ferenc~ signal also 
changes with temperature. The flrst effect may be neg!ected at low ac amph~ude, Since the total 
change in the coil current at the temperature range of Interest 40 K - 100 K IS less than 0.01 %, 
due to the large curre~t-liII?iting resistanc~ and relativel~ small coil resis!an~e change: The 
second effect, which Invahdates the prevlOus phase settIng on the lock-In, IS dealt with by 
readjusting the phase setting at every 5 K incre".lent in temperature. The I;'h.ase readjustment is 
done by holding temperature constant and resettmg the phase so that .no nuxlng occurs ?etween 
the signals of the in-phase and quadrature channels. The total readjustment of phase IS about 

signal 
generator 

shunt 
resistor 
Rs 

sample 
i·······l· ..... ,;.:.:.:-:--.... ! --~ 
· . · . : i cryostat · . · . · . · . · . · . 
L .•.•.•...•.•.. &.. •• -... +.-----------.... 

M lock-in 

Rl 
R3 

Fig. 3 : A drcuit diagram of a modified Hartshorn bridge for AC susceptibility 
measurements. The lock-in is used as a null detector. 

50 from 40 K to 100 K. The accuracy in phase setting is still about 1 part out of 105, which is 
good en~ug~ for almost all the mea~urements. Instead of measuring the unbalance signal by 
the lock-ll1 directly, the unbalance Signal caused by the sample was balanced out by adjusting 
the ratio-tran and the potentiometer RI. This procedure takes some extra effort, but the trade 
back yields much higher sensitivity. After subtracting the background readings, the change on 
the ratio-tran is the signal in the out-of-phase channel which is the in-phase response (-x') of 
the superconductor to the ac field, the change on the potentiometer is the out-of-phase response 

(-X")· 

It was pointed out by A. M. CampbelJ,12 that because the lock-in effectively reverses 
the sign of the signal every half a cycle and then averages over a period of time much longer 
than the period of the signal, the in-phase signal is the total flux put into the superconductor at 
the peak of the driving field. The out-of-phase signal is the total flux remaining in the 
superconductor when the driving field crosses zero. Since the low-pass filter before the output 
of the lock-in filtered out almost all the higher harmonics, the in-phase signal should indeed be 

proportional to 41tx'11, and the out-of-phase signal should be proportional to 41tX"11 , where X' 

and X" are the fundamental real and imaginary susceptibility and 11 is the sample-coil coupling 
constant. 
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The second type of technique for ac magnetic measurements we used was by directly 
analyzing the impedance of a coil containing a superconductor. This technique was first used 
by T. K. Worthington6 in studies of high-Tc materials. The sample probe consists of a 
Lakeshore cryogenic miniature radio-frequency cable (type "cl ") and a pair of teflon coated 
fine copper wires put through a Quantum Design SQUID magnetometer sample holder (a 
stainless steel tube). A small coil (50-150 turns) (wound directly on the sample with fine 
copper wire (gauge 46, 48, and 50 were used) and held by GE varnish) is connected to the 
lower end of the Lakeshore cable. A platinum resistor was connected to the other pair of wires 
for temperature sensing. To avoid mechanical vibration of the coil in the presence of strong 
magnetic field or large driving current, the coil and loose connecting wires were anchored on a 
sapphire rod by thermal grease. The temperature sensor was anchored on the same sapphire 
rod. The impedance and phase angle of the cable-coil-sample system were analyzed by a 
Hewlett-Packard 4192A LF Impedance Analyzer (5 Hz-13 MHz). The temperature and field 
(up to 5.5 Tesla) were controlled by the original Quantum Design system computer, while the 
impedance, phase angle, coil current (- ac field) and sample temperature were recorded with an 
IBM PC. It is found that the power dissipation in the coil and the thermometer had to be below 
1 mW to avoid heating effects. The ac field amplitude was basically limited by this 
requirement. 

dc magnetization (SQUID technique): For comparison with the ac 
measurements, the zero-field-cooled and field-cooled dc magnetization were made by using a 
Quantum Design SQUID magnetometer. The field-cooled measurements were done at both 
cooling and warming sequence. It is found there is some small hysteresis for the two 
procedures at low fields «1 kOe). This hysteresis disappears at higher fields. The travel 
length of sample was 2 cm with which the field inhomogeneity in the superconducting magnet 
can be minimized (the field inhomogeneity is about 0.25 Oe at 5 kOe for 2 cm scan). 

ZERO DC FIELD OR DC FIELD PERPENDICULAR TO AC FIELD 

Fig. 4 (a) and 4 (b) are data collected on the mutual inductance bridge for a bulk melt­
cast ingot Nb3Al (-2x2xlO mm3) and a single crystal YBa2Cu306.60 (-lxlxO.05 mm3) grown 
by flux method. The dip in x' vs. T of the 3.5 kOe data in Fig. 4 (b) is a real feature which is 
due to an enhancement of pinning as approaching Hc2 when vortex lattice becomes soft and 

can be pinned more effectively (called the peak effect14,15). In Fig. 5, a plot of X" vs. x' of 
the data shown above is contrasted with the Bean model. 13 Because the resistive component 
of the bridge was not calibrated, all X" data in this plot were renormalized so ~hat the X" 
maximum is equal to 0.25, for comparison with models. The unknown filling factor and 
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Fig. 4 (a): X' and X" vs. T of Nb3A1 in zero and 3.5 kOe fields. 
dc field is normal to ac field. f = 107 Hz, Hac = 0.1 Oe. 



Fig. 4 (b): X' and X" vs. T of YBa2Cu306.60 in zero and 3.5 kOe fields. 
dc field is normal to ac field. f = 107 Hz, Hac = 0.1 Oe. 

demagnetization factor in x' is dealt with by normalizing x' data to 41tx'(10K) = -1. The 

negative X" in the nearly full shielding range is due to the subtraction of normal state loss from 

X". The data agree with the Bean model quite well in the full penetration range while 
disagreement appears when approaching full shielding. The disagreement is likely due to the 
fact that a bulk critical state can not be established if the ac field only penetrates the surface 
layer. 

It is not surprising that the critical-state is relevant even at very low ac field with zero dc 
field or dc field applied normal to the ac field. With zero dc field, the vortices can travel from 
the surface to the center of a sample at low ac fields (due to demagnetization effect the local ac 
field can be larger than He 1 even the applied ac field is small), and in the case of dc field 
applied normal to ac field, the bending of flux lines can build up a critical-state along the 
direction of the total field. 
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Fig. 5: A plot of X" vs. X' for YBa2Cu306.60 in zero field and for Nb3Al 

in zero, 1.1, 2.5 and 3.5 kOe fields, Hdc normal to Hac' f = 107 Hz, Hac = 0.1 Oe. 
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AC FIELD II DC FIELD 

For Hdd/Hadlc. in the range of 5 kOe to 5.5 tesla we find that a typical YBCO crystal 
shows linear response when the ac field is below 0.5 Oe. while for Hdc//Hacllab the 
superconductor shows nonlinear response down to minimum accessible field 0.13 Oe when 
fields are along the ab plane of the crystal. It appears the ac response is dependent on the 
vortex displacement relative to the inter-pin distances. When ac field and dc field are parallel. 
for weak pinning. the vortex displacement at the sample surface is about HacdlHdc, where d is 
the transverse sample dimension. For Hdc = 1 Tesla, Hac = 0.2 Oe, d = 0.1 cm, the vortex 
displacement at the surface is about 20 nm, while the vortex spacing ofthe flux-lattice at 1 
Tesla is 2(1/3)1/4(<1>ofB)1/2 - 68 nm. The onset of nonlinear response at lower ac field for Hllab 
suggests a shorter inter-pin distance in this field orientation and possibly the ab plane itself acts 
as a barrier for vortex movement. In Fig. 6 (a) and 6 (b). the linear response ac susceptibilities 
of a YBa2Cu306.93 crystal (-lxO.78xO.02 mm3) for ~d/Hadlc in dc fields of I, 2,3,4 and 
5 T are shown. The zero-field x' vs. T is also shown in Fig. 6 (a) for reference. The filling 
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Fig. 7: A plot of X" vs. x' of YBa2Cu306.93 in 1, 2, 3,4 and 5 T fields. 

The dashed curve is a fit to eq. 2. 

factor and demagnetization factor are dealt with by normalizing the data so that 4nx'(60K, OT) 

= -1. The normal state contributions to X' and X" were subtracted from the raw data. The high 

temperature part (above X" peaks) of the data in a X" vs. X' plot (Fig. 7) agree with the 

diffusive model quite well. The dashed line in Fig. 7 is a best fit by eq. 2. The data below X" 
peaks do not agree with eq. 2. The frequency dependence of x' at various temperatures in a 3 
Tesla field is shown in Fig. 8. The data show that the superconductor is nearly pure inductive 
below 500 kHz at low temperatures and becomes strongly frequency dependent when 
approaching Te(H), as predicted by the Brandt theory. 1 1 The failure of eq. (2) to describe the 
data below the X" peaks is thus understood, because the frequency dependent data (Fig. 8) 

indicated that at 500 kHz the condition CIYt « 1 or ClYto » 1 of the eq. 2 in the Brandt theory is 

not satisfied below the X" peaks. 
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Fig. 8: Linear-response x' vs. frequency of YBa2Cu306.93 in 3 Tllc, at (from below) 

T = 75, 78,80,81,82,83,84,85,86,87,88,89,90 and 91 K _ 
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We have verified the X'-dip (peak-effect) in several YBCO crystals including the 
YBa2Cu306.93 studied above in the field orientation of H//ab by the impedance analysis 
technique. Fig. 9 (a) shows X' and X" vs. T for Hdc = 5 kOe and Hac = 10 Oe and 

HdcllHacl/ab for a YBa2Cu306.55 crystal (-lxlxO.l mm3). To check that the X'-dip is not 

caused by the mixing of in-phase and out-of-phase signal, (x'2+X"2)1!2 vs. T is shown in Fig. 
9 (b). A comparison between the above ac data and dc magnetization data is shown in Fig. 10. 
The x'-dip is clearly in the regime where the dc magnetization is reversible. This shows that 
the "irreversibility line" defined by the converging point of zero-field-cooled and field-cooled 
dc magnetization is not valid. For dc magnetization, at temperatures near T c the equilibrium 
magnetization dominates the signal and the "irreversibility line" measured by dc magnetization 
is a line where the critical current density drops below the resolution of the instrument. For the 
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Quantum Design SQUID magnetometer, for a YBCO crystal with typical dimensions of 
lxlxD.l mm3, the resolution is - 10-2 G which corresponds to about 3DxlO-2/0.1 = 3 A/cm2 
in critical current density. 

One can show in the collective pinning theory,I5 on approaching Hc2(T), Ie - 1.66B-
2!3(l-t)(n2f04Ao2j<p03rf) 1/3, where B is flux density, t = T/Te, n is the concentration of pins, fo 

is the temperature-independent part of the elementary pinning force, Ao is the zero-temperature 

penetration length, <Po is the flux quantum and rf is the effective range of individual pins. With 
a finite criterion Ie· (at the dc "irreversibility line"), the scaling form 1-t - B2!3 results. This 
explains the scaling-law of the "irreversibility line" determined by dc magnetization method in 
many systems of superconductors. 

SUMMARY 

1. For zero dc field or dc field applied normal to the ac field, the critical-state is relevant even 
at low ac field amplitudes, due to large vortex displacement or bending. 

2. For HadiHdc, a critical-state can be reached by using large ac fields. At low ac fields a 
superconductor with pinning can give linear-response signal and can be described by the 
diffusive Brandt theory. 

3. At low ac amplitude with linear-response, the X" peak occurs when the plastic relaxation 

of the vortex lattice takes place in the same time scale as the elastic relaxation, or't - 'to. 

Thus if the plastic relaxation was via thermal activation, that is 't = 'toexp(U/kT), this may 

suggest a vanishing barrier U at X" peak. Measurements at higher ac amplitudes showed 
(data not shown due to space limit), however, that the ac susceptibility is amplitude 
dependent up to Te, which indicates a persisting barrier. A possible explanation of the fast 

plastic relaxation in the vortex lattice at and above the X" peak is that the plastic relaxation 
was via fast avalanches, 16 due to strong interactions between the strongly overlapping 
vortex cores. 

4. For HI/ab, a peak effect can be observed in the YBCO crystals. This is evidence that the 
vortex lattice softening enhances pinning, instead of weakening pinning as suggested by 
the vortex liquid theory. 17 

5. The peak effect occurs above the "irreversibility line" measured by dc method. This 
proves that the dc "irreversibility line" is a finite constant Ie line which can be explained 
by the collective pinning theory. 15 
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1. INTRODUCTION 

The complete expulsion of magnetic flux on cooling a superconductor in a dc 
magnetic field (Meissner-Oschenfeld effect) ensures that the magnetic response of a 
superconductor is reversible and that it is a thermodynamic property. Incomplete 
flux expulsion is, however, a common occurrence in both type I and type II supercon­
ductors and such materials display a path-dependent or hysteretic magnetic response. 
Detailed studies in the high temperature superconductors (HTSC) have resulted in 
the observation l that there exists a thermodynamic reversible region in (H, T) space 
just below the normal-superconductor phase boundary (Tc(H) line). Here H is the 
applied field, T is the temperature of the sample. Hysteretic behaviour sets in only 
below the irreversibility line, (TTl Hr ), and different techniques have been used to de­
termine this (Tr' Hr) line in the HTSC. We have searched for such an irreversibility 
line in specimens of conventional type I and type II superconductors by both dc and 
ac magnetization techniques. The following four different procedures were employed 
to determine the (Hr,Tr) line in HTSC: 

(a) Field-cooled (FC) and zero field-cooled (ZFC) magnetization curves in a constant 
dc field H were measured as a function of temperature. The temperature at which 
these merge [Tr(H)] gives a point on the irreversibility line. 

(b) Hysteretic isothermal magnetizaton, i.e, M vs H, curves were measured where 
M is the sample's magnetization per unit volume and H is the applied field. The 
field, [Hr(T)], at which the hysteresis vanishes gives a point on the (Tr, Hr) line. 

(c) The complex ac magnetic susceptibility (X = X' + iX" ) was measured in con­
stant dc field H as a function of temperature. A !i[ermo!ynamic response requires 
that XH(T) be positive just below Tc and this is called the Differential Paramag­
netic Effect (DPE).2 The temperature at which XH(T) switches from positive to 
negative is identified with Tr(H). 

(d) From the simultaneous measurements of x1:r(T) as a function of temperature in 
a constant dc field, the temperature at which it peaks is identified as Tp(H). 

In addition to presenting the results of the above series of measurements, the 
effect which the measuring frequency, used in ac measurements, has on the derived 
quantities will be briefly addressed. It will be ar~ued that the merger of magnetizations 
in FC and ZFC gives only a lower limit of Tr(H) and does not necessarily indicate the 
thermodynamic region near Tc(H). The second method gives Tr(H) values gr9ter 
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than the first one since the .6.M(H) (from isothermal hysteresis) values are greater than 
(MFC - MZFC) values. The peak in the X'U(T) curve can arise from the temperature 
variation of hysteresis loss as well as from changes in the normal state electrodynamic" 
as one approaches Tc(H). These two need to be separated from each other before 
one can identify the peak temperature Tp(H) with Tr(H). The DPE is a qualitative 
feature whose presence is sufficient to imply genuine thermodynamic reversibility. 

2. EXPERIMENTAL DETAILS 

2.1 Samples 

The type I and type II materials chosen for the present study are lead (Tc=7.2 K) 
and niobium (Tc=9.2 K), respectively. The lead specimen is in the form of a disc 
(dia. = 4.15 mm, thickness = 2.15 mm). The niobium specimen is taken in the form 
of a disc (dia. = 3.59 mm, thickness = 0.09 mm) and powder (sieved through 651£ 
mesh). The Pb specimen is known to display3 more hysteretic behaviour when the 
field is applied perpendicular to the plane of the disc compared to the case when H is 
applied in the parallel direction. The two forms of the niobium specimen also differ 
in the degree of irreversible behaviour.4 

2.2 Magnetic Measurements 

The dc magnetic measurements have been made using a Quantum Design SQUID 
magnetometer. The ac susceptibility measurements have been performed using a 
home-built ac susceptometer.5 For disc shaped specimens, the dc field (coaxial to the 
ac field) was either parallel or perpendicular to the plane of the disc. The dc and ac 
magnetization measurements made include the following: 

(i) The isothermal M - H curves at 4.7 K for H parallel and perpendicular to the 
plane of the Pb and Nb discs. The M - H curves for the Nb powder at 4.7 K 
and 6.2 K. 

(ii) The ZFC and FC magnetizations of the Pb disc at H = 50, 100, 200 and 300 Oe 
for both orientations. Similar measurements at several dc fields ranging from 
20 Oe to 3000 Oe on Nb powder specimens. 

(iii) The xli and x'k at 21 Hz of the Pb disc at 4.7 K as a function of dc field H values 
in both orientations. 

(iv) The xk and x'k at 21 Hz of the Pb disc as a function of T at several H in both 
orientations. At H = 100 Oe in the perpendicular direction, xk and x'k data 
were also recorded by changing the amplitude (hac) as well as the frequency of 
the ac field. 

(v) xk and x'k at 21 Hz and 210 Hz, of the Nb disc as a function of T for various values 
of H in the parallel orientation. X' and X" of the Nb powder as a function of T 

.. at several frequencies for chosen vMues of !:"c in H = 0 and 100 Oe, respectively. 

Most of the results are shown in the figures 1 to 11. The relevant parameters 
have been specified in the figures and wherever considered appropriate, arrows have 
been included to indicate the way in which T and/or H were varied. 

3. RESULTS AND ANALYSIS 

3.1 Lead 

Fig. 1 shows M - H curves of the Pb disc at 4.7 K for the parallel and perpen­
dicular orientations. It appears that the field interval over which the forward and 
reverse magnetization curves overl~p is larger in the parallel orientation of the given 
specimen. Figures 2(a) to 2(d) show xk and x'k V" Hat 21 Hz for the same specimen 
at 4.7 K. The data in Figs. 2(a) and 2(c) show the appearance of DPE just before 
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the material turns normal. The field interval over which the DPE is present is only 
marginally greater in the parallel orientation as compared to that in the perpendicular 
orientation. A comparison of the data in Figs. 2(a) and 2(c) with those in Figs. l(a) 
and l(b), respectively, indicate that XH data do not amount to the tracing of the 
derivative of the dc magnetization hysteresis curve. It may be specifically noted that 
the slopes of the forward and reverse magnetization curves between 0 and 300 Oe 
are very different, however, the measured XH values in the same interval along the 
forward and reverse field directions are about the same. It had been pointed out by 
Hein and Falge2 that the ac suscePtibilit~ measurements amount to tracing a minor 
hysteresis loop over the field intervall:l.H = ±hac ) around a given M(H value of the 
hysteresis curve. The observation of DP necessitates the existence o~ nearly over­
lapping forward and reverse magnetization curves. Thus, the field interval over which 
DPE is present is a more reliable indicator of quasi-reversible response as compared 
to the dc M - H curves. No magnetic hysteresis loss is anticipated in the field region 
of DPE in XH'data (cf. Figs. 2(a) and 2(c). However, x'k data of Figs. 2(b) and 
2(d) show large increase in the said region. We believe that this is a consequence of 
changes in the normal state electrodynamics as H approaches the critical field value of 
the superconductor, somewhat akin to the occurrence of peak-like structure in X~(T) 
data.6 - 9 

Figure 3 shows the plots of l:l.M(H) (-::: rMFC(H) - MZFC(H)]) V8 T for the 
Pb disc specimen in both orientations at the field values indicated. For a given H, 
l:l.M(H) in the perpendicular orientation is much larger. However, the Tr(H) values 
that may be identified from l:l.M --+ 0 criterion appear to be nearly the same in the two 
orientations. Figures 4(a) to 4(d) show Xy(T) and 'XJJ(T) data recorded at 21 Hz in 
an ac field of 1 Oe rms at a few fixed dc fields for the Pb disc specimen for parallel and 
perpendicular orientations. Data recorded at several other fields have not been shown 
for brevity. Figure 5 shows xi.t(T) data at 21 Hz for H = 100 Oe in the perpendicular 
orientation for two fixed values (0.3 and 2 Oe rms) of the ac energizing field. Figure 
6 shows xi.t(T) data in the same situation at 21 Hz and 210 Hz, obtained with an 
hac of 1 Oe rms. In Figs. 4{a) and 4(c), it may first be noted that no paramagnetic 
effect response is evident in Xp(T) data. However, a dc field of 5 Oe is adequate to 
elicit a DPE peak (data not Shown). The Tr(H) values that may be identified with 
temperature at which xi.t(T) changes from positive to negative values are found to be 
nearly the same for the two orientations from the data recorded at 21 Hz (cf. Figs. 4( a) 
and 4(c». The two sets of data in Fig. 5 show that the Tr(H) values at 21 Hz are 
not dependent on the amplitude of hac. However, the two sets of data in Fig. 6 show 
that Tr(H) value at a given H, estimated by the given criterion, is a sensitive function 
of the frequency of hac. Tr(H) value appeaJ:s to decrease as frequency increases. It 
is important to note that the Tr(H) values evident from DPE data at 21 Hz are 
consistent with the corresponding values estimated from dc magnetization data by 
l:l.M(H) --+ 0 criterion. This fact appears to establish the efficacy of DPE data at low 
enough frequency for giving a reasonable estimate for Tr(H) values. 

The X~(T) data in both the orientations show peak-like structures at Tc(O) (see 
Figs. 4(b) and 4(d». The peak in x'k(T) shifts to lower temperatures and also broad­
ens as H increases. The peak-like structure in x'k(T) is believed to have contribu­
tions from both the changes in normal state electrodynamics' on approaching normal­
superconducting phase boundary as well as the hysteresis loss in the irreversible region 
of the superconducting state. The observation, that the temperature intervals over 
which the DPE exists in xi.t(T) data nearly coincide with the corresponding widths 
of the peaks in x'k(T) data, seems to imply that the latter structures mainly orig­
inate from the changes in the normal state electrodynamics. Thus, it may not be 
appropriate to identify the peak temperature in x'k(T) with the Tr(H) value. The 
characteri8tic temperatures which can be noted from the experiments conducted on Pb 
disc specimen are Tc(H), Tr(H) (from DPE at 21 Hz) and Tp(H) (peak temperature 
in X'k(T». 
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3.2 Niobium 

Figure 7 shows a dc magnetization curve of the Nb powder specimen at 6.2 Kj the 
inset shows the forward and reverse magnetization curves near He2 on an expanded 
scale. Figure 8 shows temperature variation of ZFC and FC susceptibility values in 
the same specimen at a few H values. The data at several other H values have not 
been shown for brevity. The H = 3 kOe data of Fig. 8 show that XZFC and XFC 
curves nearly merge into each other 6X -> 0 by 6.2 K, however, the inset of Fig. 7 
indicates that the difference between forward and reverse M-H curves persists for H 

1.0 
Nb Powder 

bD 6.2 K "-
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~ 
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r:1 L- 0 ,....... G •• 
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Fig.7. Magnetization curve ofthe Nb Powder specimen at 6.2 K. The inset shows the 
forward and reverse M - H curves near H c2' 

>3.5 kOe at 6.2 K. Figure 9 shows the temperature dependence of the in-phase, X', 
and out-of-phase, X", complex ac magnetic susceptibility values of the Nb powder at 
21 Hz in hac of 1 Oe rms and H = 0 and 100 Oe, respectively. No DPE or any other 
peak-like structure can be seen in the X~ and x'H data of Fig. 9 as well as in other 
runs made by varying the frequency and amplitude of the ac field. We believe that the 
failure to observe DPE is a consequence of the absence of genuinely reversible region 
near the Te(H) line in the given Nb powder specimen. The situation in this case 
is that at a given H, though MZFc -> MFc as T approaches a quasi-irreversibility 
temperature (determined via ~X(H) -> 0, marked by arrows in Fig. 8), the width of 
isothermal hysteresis remains significantly larger. The latter width approaches zero 
as H -> Hc2 (or T -> Te(H)). 
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In the case of the Nb disc, field-cooling, for the range of H employed in this study4 

showed that the sample expells no magnetic flux as it enters the superconducting state, 
i.e. MFC(H) = O. The MzFc value approaches MFc = 0 value only at T = Te(H). 
The isothermal forward and reverse M - H curves are seen to meet at (data not 
shown) H = He2(T). Figure 10 shows the Xk(T) and X'H(T) data of the Nb disc 
specimen at several values of H. As anticipated, no DPt:-like structure is present 
in XH(T) data. However, the peak-like structures are present in x'HCT) data and 
the structure broadens as H increases. The peak temperature in x'H(T) does not 
identify the Tr(H) values. The characteriltic temperaturel that can be noted from the 
experiments conducted on the Nb powder and disc specimens are Te(H) and Tr(H) 
(from ~X -4 0 criterion) in the former and TeCH) and Tp(H) (peak temperature in 
X'H(T)) in the latter, respectively. 

3.3 Power law relationship 

Miiller et allO had introduced the fitting of Tr(H) values, determined from the 
merger of MZFC and MFc curves, to a power law relation, ([1- Tr(H)/Te(O)] ex Hq), 
and found a value of 2/3 for the exponent q in a specimen of cuprate variety of HTSC. 
We display in Fig. 11 our attempt to fit different characteristic temperatures in Pb 
and Nb specimens to a power law behaviour. For the Pb disc, Te(H), Tr(H) and 
Tp(H) appear to fit to the power law with q ~ 1.0. For the Nb powder, TeCH) and 
Tr(H) values in the field range of 0.1 to 1.0 kOe can be fitted to the power law with 
q ~ 2/3 and 11/20, respectively. For the Nb disc, Te(H) data do not appear to fit to 
the power law, whereas Tp(H) values do with q ~ 4/5. 

4. SUMMARY AND CONCLUSIONS 

To summarize, we have presented experimental data obtained by dc and ac tech­
niques pertaining to the irreversibility phenomenon in superconducting specimens of 
Pb (type I) and Nb (type II) elements. The physical basis for irreversible behaviour 
in the two types of superconductors are entirely different. Four different procedures 
have been followed to ascertain the values of irreversibility temperatures Tr(H). The 
Tr(H) values determined from dc magnetization data probably only specify a lower 
limit. The identification of peak temperature in X" (T) data with Tr(H) value is 
appropriate only if the contribution from the normi1" state electrodynamics can be 
isolated from the peak in x'HCT). The observation of the differential paramagnetic 
effect (DPE) in Xk(T) is a qualitative feature whose presence is adequate to imply 
reversibility in mae;netization response, however, its efficacy to locate very precisely 
the Tr(H) and HrlT) values remains to be established. 

It may be argued that before measuring the irreversibility line in HTSC, one 
must first qualitatively establish the very existence of a "reversible" region by a DPE 
in Xk(T) data. The recent experiment of Khoder et all! on Bi- and Tl-based cuprates 
do show the presence of a DPE. However, prior to them, Hein et a19 did not succeed 
in their specific search for a DPE in a specimen of YBa2Cu307 and had surmised 
that there is no genuine thermodynamic region in that HTSC system. The present 
data on conventional superconductors appear to strengthen the belief that may stem 
from the remarks of Hein et al.9 Many interesting theoretical ideas/ 2 such as flux 
lattice melting, flux depinning, vortex liquid to glass transition, etc., which pertain to 
the nature of irreversibility line, are under active consideration in connection with the 
physics of HTSC. Some of these may not be relevant for conventional superconductors. 
However, it is hoped that more experiments akin to the present work would eventually 
lead to find a reliable way to determine accurate value of Tr(H). 
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AC SUSCEPTIBILITY TECHNIQUES APPLIED TO 

THIN FILM SUPERCONDUCTORS 

J. H. Claassen 

Naval Research Lab. 
Washington. D. C. 20375 

INTRODUCTION 

The techniques of ac susceptibility have been used to evaluate 
several properties of thin films: critical temperature. critical current 
denSity. and penetration depth. Two basic approaches have been used. 
The first I would call "conventional". in that the sample is mounted in a 
conventional ac susceptibility apparatus that is normally used to measure 
bulk samples. Here the drive and receive coils are both large compared 
to the lateral dimensions of the sample. A second approach is unique to 
thin films and involves drive and receive coils that are small compared 
to the lateral dimenSions of the sample. These coils are generally 
designed to couple only to a region near the center of the sample. thus 
being insensitive to the exact size or details of the outer edge of the film. 

Another distinction could be made between ac and dc measurements. 
One should recognize that most ac measurements of the sort considered 
here are done at a fairly low frequency (<1 KHz). To analyze the results 
of these measurements it is usually adequate to use a quasistatic 
approximation; ie .. to ask what flux would be induced in the receive coil 
due to sample magnetization if an applied field was ~ swept in an 
oscillating manner. The reason for using an ac drive for the field is not 
to reveal any unique physics. but rather to increase the signal-to-noise 
ratio of the measurement (since the voltage in the receive coil is 
proportional to the rate of change of the induced flux). With the 
availability of SQUID sensors or vibrating sample magnetometers which 
are sensitive to the "dc" magnetic moment of the sample. there is no 
intrinsic reason to use an ac drive for the field. In practice. dc sensors 
are difficult to use in comparison to a low-noise amplifier connected to a 
receive coil. and thus the ac drive technique often is the practical 
solution. 

A major area of current interest is the relaxation of a pinned flux­
line lattice towards equilibrium. whether via "flux creep" or some other 
mechanism. This does introduce a logarithmic frequency dependence 
into a susceptibility measurement. although the effect tends to be very 
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small except close to the transition. In this paper such effects will not 
be considered. and the quasistatic approximation will be used. 

"CONVENTIONAL" AC SUSCEPTIBILITY MEASUREMENTS 

I first consider the "conventional" geometry. where the sample is 
positioned inside coaxial drive and receive coils. In the simplest 
approximation the receive coil voltage is proportional to the rate of 
change of the total magnetic moment of the sample. The interpretation 
of this sort of measurement is quite sensitive to details of the sample 
orientation and drive level, and it is unfortunate that experimental 
descriptions often are limited to statements of the form ......... was 
measured by ac susceptibility". 

Transition Temperature Measurements 

The most common orientation for transition temperature 
measurements is with the film surface perpendicular to the axis of the 
drive and receive coils. An alternating applied field He is generated with 
the drive coil. and the magnetic moment of the sample is detected with 
the receive coil. In general the internal field Bin for any sample that is 
an ellipSOid of revolution is given by lloBin=He+(l-D}M. where M is its 
magnetization and D is the so-called demagnetizing factor. (Throughout 
this paper SI units will be used. where llo=4nx 1 0-7 weber / ampere­
meter). When it is in the Meissner state. (defmed for our purposes as 
Bin=O) its magnetization is given by M=-He/(I-D}. The film can be 
apprOximated as an extremely oblate ellipSOid of revolution with the 
principle axes a and b identified as the film thickness d and radius R. 
respectively. (From here on we consider for simplicity only films in the 
shape of a Circle). The demagnetizing factor in this case l is D",I-
(d/R)(n/4). We thus find 

M =-He/(I-D}",-He(4/n)(R/ d}. (1) 

which is much greater than would occur for a cylindrical sample of the 
same radius. The apparent enhancement of sensitivity due to the large 
demagnetizing factor. however. is illusory: the field H next to the 
sample must be less than He I everywhere to ensure that it remains in 
the Meissner state. It is known2 that at the edge of an ellipSOid the field 
H increases to He/(I-D}. Thus the drive field He must be reduced by the 
factor (1-D) to ensure that the field does not exceed Hel. In general. the 
maximum magnetization of a superconductor in the Meissner state is 
independent of its shape. 

Th~e are some practical disadvantages to measurements of T e 
with the applied field perpendicular to the sample. Very often material 
at the periphery of a thin film sample is thinner or of lower quality than 
near the center. Yet this configuration is most sensitive to precisely 
those regions of the sample. Moreover the sample as fabricated rarely is 
in the shape of a circle; presumably angled comers can only make the 
He 1 threshold even lower. 
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One consequence of an excitation level that is too high is to 
broaden the apparent width of the tranSition. As the temperature is 
raised toward the tranSition a point will be reached where H=Hcl at the 
sample edge and flux will start to enter the fIlm. This could be well 
below the actual tranSition temperature. but will register in the 
experiment as the beginning of a low-temperature tail in the 
measurement. Thus the apparent width of the transition could be a 
geometric effect. rather than a measure of intrinsic sample properties. 
In general. with measurements in this geometry it is always necessary to 
verify that the results are independent of the excitation level. 

To avoid these problems one could turn the sample on its side so 
that its surface is parallel to the applied fIeld. The demagnetizing factor 
is then =0. and the measurement will give a correct indication of the 
transition width. Because fields penetrate a distance A. into the 
superconductor. the moment in the Meissner state is given by3 

m=-A{d -2A.tanh(d/2I..H. (2) 

where A is the film area. When d<21.. this becomes very small 
(m=-Ad3 /121..2) and virtually impossible to detect. For thicker mIllS the 
effective thickness is reduced by 21... 

The main practical diffIculty with the parallel geometry seems to 
be that it is diffIcult to avoid having a small component Hn of the applied 
fIeld perpendicular to the film surface. This will result in a very large 
diamagnetic moment in this direction. some of which could couple into 
the receive coil. A special receive coil has been described4 that 
discriminates against the fIlm response to normal fIelds; all the same. it 
was found necessary to use a mm with high Hel (Ph) to calibrate the 
residual signal due to Hn. In other measurements of 
superconductor /normal metal multilayers5 no difflculties related to Hn 
were reported. Although the signal level was very small. it was possible 
to obtain data for the temperature dependence of A. using (2) provided 
extreme care was taken to subtract background terms in the 
susceptibility data. 

Generally the signal corresponding to the superconducting 
transition is quite small in an unmodified ac susceptibility apparatus. 
since it is proportional to the volume of the sample no matter what its 
orientation6. The fIlling factor (volume of sample/volume of receive coil) 
will necessarily be small in a general purpose apparatus designed for 
bulk samples. When the sample thickness drops below -21.. an 
appreciable signal will only be observed for the perpendicular 
orientation of the drive field. 

Critical Current Measurements 

The "conventional" ac susceptibility configuration may also be used 
to measure the critical current density J e of a film sample. This is quite 
appealing. since the usual transport measurement of J e involves a great 
deal of processing of the sample (defming a narrow strip. attaching 
current and voltage leads). Moreover the inductive measurement does 
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not consume the sample, which may be used In further experiments 
after it has been characterized for critical current. 

The essence of this measurement is to apply a sufficiently large 
excursion of the field H to drive the sample completely Into the critical 
state, and determine the resulting magnetic moment. This basic 
procedure can be implemented In several ways, the most common of 
which are "dc" measurements, that is involving a slow sweep of the field 
H. The moment of the sample Is then determined with a SQUID or 
vibrating sample magnetometer. An ac exCitation of the field H may also 
be used, as long as sufficient amplitude Is available to completely 
magnetize the sample In both directions. The time dependence of the 
voltage induced in the receive coil will be rather complicated, but the 
peak magnetic moment of the sample can be extracted. Analysis of 
these data is identical to the case of a long cylindrical sample and is 
covered in other papers In this proceeding: see Sections I and II. 

The critical state7 is defined as one where the current density is 
everywhere equal In magnitude to the critical current density J c. At a 
peak excursion of the applied field all the currents will be in the same 
direction. and ,the magnetic moment can be related to J c. The total 
moment is given byB 

m=(l/2)f rxJ dv (3) 

where the Integral is over the sample volume. Considering first the 
Simplest case where J c is constant and the currents in a disk-shaped 
sample are flowing in concentric Circles. we find 

m=bt/3)R3Jc d. (4) 

where R is the radius of the disk and d is its thickness. Note that the 
average magnetization is the same as for a long cylinder7. 

While the total moment per length of a disk-shaped sample is the 
same as for a long cylinder in the critical state. the magnetic field profile 
due to the screening currents (the self-field) is quite different for the 
two. In the latter case Bz=IJ.oJc(R-r), where r is the distance from the 
cylinder axis (which is along the z direction)9. For the disk there is no 
analytic form for B: numerical calculations have been performed 10. 
showing that Bz is scaled by IJ.oJc d and has a weak divergence at r=O. 
The magnitude of the self-field is Significant for two reasons: first, it 
establishes the excursion in applied field that is required to place all (or 
at least mostll) of the sample In the critical state. This is of the order of 
J c d in the case of the disk, which is much smaller than the long 
cylinder where a field excursion =Jc R is required. Secondly, the field 
dependence of J c will result in a current that is !!Q1 constant through the 
sample. since B is not constant. The useful approximation of constant 
I J I may only be used if JcCB) varies slowly on a scale of the self field. In 
the case of a thin film, this Is almost always true: for example if d=1 jJ.m. 
J c=107 A/cm2• the self field is of order 0.1 T. 

Whenever a value for J c is quoted. an electric field criterion is 
impliCitly assumed. In the case of transport measurements this usually 
is set by the noise level of the voltage amplifier and the distance between 
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probe pOints. Taking 1 JlVand 1 cm for these parameters, a criterion of 
1 Jl V / cm applies. To estimate the equivalent criterion in a magnetic 
moment measurement, we note that when the sample is in the fully 
magnetized critical state it is transparent to further increases in the 
applied field (assuming J c is independent of field). Thus JlodB/dt is 
equal to the rate of change of the applied field and is uniform across the 
sample during some parts of the ac cycle. It is in just these parts of the 
cycle that the sample's magnetic moment is determined. The azimuthal 
electric field is given by E=(r/2)(dB/dt)12, so Is not uniform across the 
sample. Since the measurement is heavily weighted by currents at the 
periphery of the sample, the electric field criterion is characterized by 
its value at r=R. If we assume that a triangle waveform with maximum 
field Hmax=3Jc d is used as the drive (to ensure that the film is in the 
critical state for at least half the time), we have dB/dt=4fJloHmax, where 
f is the drive frequency. Then using the above expression for electric 
field evaluated at r=R, we find 

Ec=6JloJc dRf, (5) 

Taking R=5 mm, Jc=lOB A/cm2, d=3000 A. f=lO Hz, we find 
Ec",l0 JlV /cm. Thus the order of magnitude of the electric field 
criterion is similar to a transport measurement. Note that in the "de" 
limit, using a SQUID or VSM, the equivalent frequency (and thus electric 
field criterion) can be lower by at least 4 orders of magnitude. 

It should be stressed that the formalism usually used to discuss the 
response of magnetic materials is not appropriate for the case of 
superconductors in the critical state, and tends to confuse rather than 
illuminate. Thus it is not useful to think in terms of a local 
magnetization M that is determined by the local value of B, nor do 
concepts such as the demagnetizing factor of samples, etc., have any 
utility. It can be seen from (3) that the magnetization of a disk in the 
critical state is formally given by -(l/2)rJc, a position dependence that 
bears no resemblance to the spatial dependence of B. The total 
magnetic moment is the relevant parameter, and usually is what is 
measured directly in the experiment. 

There are several pitfalls in uSing (4) to relate the measured 
moment to the critical current density. An obvious one is that most 
samples are not Circular in shape, and the effective radius R is uncertain. 
Also the critical current near the edges, which strongly weights the 
results, is often degraded. If the sample makes a close fit in the receive 
coil, the signal induced may not be simply proportional to the total 
moment. One approach to reducing these problems is to sense the self­
field B near the center of the fIlm rather than the total moment. 
Talvacchio has shown 13 that the field at a point spaced z above the 
center of the fIlm is given by 

B"'(JloJc d/2){ln(2R/ z) -1 +0. 75(z/R)2+0 (z/R)4} (6) 

This depends only weakly on R, and is weighted most strongly by 
regions near the center rather than the edges. The field just above the 
center can be sensed with a small coil if the drive field is oscillated at a 
reasonably high frequency. Another approach that has been used by the 
RSRE group14 is to drive the film into the critical state with a rapid 
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pulse in the drive coil, then sense B with a small Hall effect probe. This 
system allows a measurement of the flux creep rate as well. 

There is a further ambiguity in interpreting the magnetic moment 
of a film sample in the critical state: In the case of high T c 
superconductors, there is a widely held suspicion that the material is 
subdivided on a fine scale by grain, or twin, boundaries. The 
supercurrents thus have two components: those flowing between grains 
and those flowing entirely within grains. Let us consider the case where 
only the latter exist, ie., the "transport" critical current is zero. If the 
grain size is 8, each grain will have a magnetic moment 
m-Jcg d83 , where Jcg is the critical current within a grain Here it is 
assumed that the grain size is larger than the fIlm thickness, so Eqn. 4 
can be used with 8=R. One then has -(R/8)2 grains in the sample, and 
the total magnetic moment will be given by -Jcgd8R2. There is thus a 
small sensitivity to the critical currents in the grains that cannot easily 
be distinguished from a moment due to a macroscopic critical current 
density since the value of 8 is usually not known. 

Having recognized that the conventional ac susceptibility 
configuration has a small sensitivity to inclusions in a sample, it must be 
emphasized that the received signal will usually be due to macroscopic 
shielding currents which reflect an average of the properties of the 
sample over a large scale. The author is very dubious of a common 
tendency to ascribe structure in the susceptibility vs. temperature to 
multiple phases in a sample. 

"SCREENING" MEASUREMENTS 

A second general approach to measuring properties of 
superconducting films involves the use of small coils in the drive and 
receive roles whose diameters are significantly less than the size R of 
the film. This configuration has been discussed for two cases: with the 
coils located on opposite sides of the film15, and on the same side16. In 
both cases the coils are aligned along a common axis which is 
perpendicular to the film surface. When such a coil is located near the 
center of a fllm the inductive response should be only weakly sensitive to 
the exact radius of the fIlm or its properties near the edges. To analyze 
the fields and currents generated, it is appropriate to apprOximate the 
situation with an infinitely extended film. The finite size of an actual 
sample is treated as a perturbation that has second order effects on the 
results. The screening geometry has an obvious advantage when large 
area films are to be evaluated. It is very compact and lends itself to 
simple cryostats designed to operate in storage dewars. The fields and 
currents are localized near the coil and may be calculated qUite 
accurately. Interpretation of results is not sensitive to the shape and 
properties of the film at its edges. 

The basic measurement in the screening configuration is identical 
to the conventional ac susceptibility system: an ac current is applied to 
the drive coil and the induced voltage in the receive coil is measured. If 
the latter is positioned on the reverse side of a superconducting film, 
one finds that the mutual coupling is very much smaller than when the 
film is normal. This is true even if the film thickness d is less than its 
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penetration depth A.. a result that is not immediately apparent when one 
considers that magnetic fields falloff as exp(-x/A.) from the free surface 
in a bulk. sample. To understand this it is useful to consider a related 
geometry. a cylindrical film of radiUS R with solenoid-shaped drive and 
and receive coils positioned outside and inside. respectively. The 
mutual inductance should be proportional to the ratio BmtlBext of fields 
inside and outside the cylinder. which has been analyzed by de 
Gennes 1 7. The general dependence of the field in the mm is of the form 
B=C1 exp(-r/A.)+C2 exp(r/A.). Two boundary conditions must then be met: 
at the outer surface the field must equal the applied field Bext. On the 
inner surface. we must have lloJ =-A/A.2. from the London equation. 
where A=Bmt R/2. Substituting lloJ=dB/dx (via Maxwell's equation) 
gives a second condition on the constants C1 and C2. The result is18 

BlntlBext={cosh( d/A.)+(R/2A.)sinh(d/A.)}-1. (7) 

The second term dominates. and in the limit d<A. we find 

(8) 

Thus the field penetration is very small even when d<A. since R is usually 
much greater than A.2/d. 

The case of a planar mm placed between small coils is 
topologically similar to the cylindrical geometry but is not amenable to 
an analytical solution. In Refs. 15 and 16 methods are outlined for 
calculating the dependence of the mutual inductance M on film 
impedance. The mutual inductance has the same general dependence 
on mm parameters as Bmt/Bext for the cylinder: 

M/Mo-2A.2 / ad. (9) 

where Mo is the mutual inductance with no film present and a is the 
radius of the coil. Eq. 9 was shown15 to be the general form for the 
mutual inductance as long as the screening by the film is large; that is. if 
M/Mo is small. The exact proportionality between mutual inductance 
and 1..2/ d must be determined by a rather forbidding calculation based on 
the dimensions of the coils and their spacing from the film. Much useful 
information can be obtained from this configuration. however. without 
knowledge of the proportionality factor. 

Transition Temperature Measurements 

To fully characterize the transition of a film it is necessary to 
determine both the dissipative and reactive parts of its impedance in the 
transition region. This has been done with the two-coil arrangement by 
carefully recording the real and imaginary components of the mutual 
inductance and using the full-fledged formalism of Refs. 15 and 16 . 
Often a less comprehensive characterization of a mm tranSition is 
deSired. for the purpose of screening samples. etc. The mutual 
inductance measurement remains quite useful for this sort of sample 
characterization application. It is found that a high quality sample will 
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exhibit a very abrupt drop in the mutual coupling at the transition 
temperature. This drop can be analyzed from two perspectives: from 
the superconductlng side. where it is related to the vanishing of the 
density of superconductlng electrons. or from the normal side. where it 
is related to the resistivity going to zero. Using the simplified analysis 
given above. we consider both perspectives. 

Approached from the superconductlng side. the transition 
corresponds to the divergence of the penetration depth. Consider the 
following example. for a !lIm of thickness 500 A. zero temperature 
penetration depth 2000 A. in a system where a=1 mm. The midpoint of 
the transition (M/Mo=0.5) would occur at T= .999Te• using (9)19. Thus 
any bro!idening of the large drop in M at the transition would probably be 
due to sample inhomogeneities rather than the temperature 
dependence of A.. 

Considered as a resistivity tranSition (approached from the normal 
side). we use the following expression for the field attenuation of a 
normal film in the cylindrical geometry:20 

Bint/Bext=M/Mo=(1 +irolloRd/2p)-1 (10) 

where P is the normal-state resistivity. The second term is negligibly 
small for typical reSistivities in the normal state. so M/Mo"'1 above Te. 
As· the resistivity drops to zero so does the mutual coupling21. 

It is of interest to compare the inductive measurement of the 
transition to a transport measurement. According to (10) the mutual 
coupling is approximately linear in resistivity only when P<po=rolload/2. 
For larger values of the resistivity I M I rapidly approaches its maximum 
value. Thus Po characterizes the maximum resistivity range that is 
sensed in an inductive measurement. The magnitude of this 
characteristic resistivity is quite small; for the typical parameters: 
ro/21t=10 KHz. a=1 mm. d=30oo A. we find Po ... 10-9 O-cm. In a system 
used by the author a drive current was used that resulted in an induced 
voltage of -10 IlV in the receive coil above the sample Te. thus giving an 
overall signal/noise ratio ... 100 for the full tranSition. At this drive 
current the current density induced in a 3000 A mm when it is fully 
superconductlng was estimated to be ... 50 A/cm2. (It is shown below 
how to calculate this). Let us consider a dc transport measurement 
using the same current density with voltage probes spaced 1 cm apart 
and having a normal state resistivity of 1 1l0-cm. The full tranSition will 
correspond to a voltage change of 50 IlV. again representing an overall 
signal/noise ratio -100. However at resistivity Po (where the inductive 
transition is just beginning) the voltage across the sample will be only 50 
nV. well below the noise level. Thus the inductive technique has much 
higher sensitivity at the lowest resistivities. but poor sensitivity at the 
intermediate reSistivities which are most usefully probed by a transport 
measurement. These comments apply equally to measurements in a 
"conventional" ac susceptibility apparatus. In general the tranSition 
"onset" observed with an inductive measurement corresponds to the 
"zero resistance" point in a transport measurement. The former thus 
entails a more stringent criterion for Te. 
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The transition observed by the inductive technique should be very 
sharp according to the discussion above. In fact a broadened transition 
is often observed. Two mechanisms can be invoked to account for a 
large transition width: On the one hand. the sample could well be 
inhomogeneous on the scale of the diameter of the coil. Thus the 
screening currents could pass through regions of varying Te. resulting in 
an apparently broad transition. Another source of apparent broadening 
comes from the fact that the critical current of the fllm goes to zero as 
the transition is approached. Thus the screening current induced in the 
fIlm {50 A/ cm2 in the above example) will exceed the critical current 
density at some temperature close to Te. at which point a rise in the 
mutual inductance will commence. The practical conclusion is that it is 
necessary to keep the applied field as small as possible. and verify that 
results are independent of drive current. 

One difference between the screening and conventional ac 
susceptibility configurations is that the former has no sensitivity to 
purely granular superconductivity. Thus a transition will not be seen 
unless screening currents can flow on a scale of the coil diameter. This 
was verified expertmentally22 using a Nb fIlm which was randomly 
scribed into small islands. After this operation the transition could no 
longer be observed with the screening technique. 

Film Impedance Measurements 

Below T e the mutual coupling measurement can be used to deduce 
both the dissipative and reactive components of the fIlm impedance. 
This is discussed in detail in another paper in this proceedings23. Well 
below T e the reactive part dOminates. and is given by (9). In principle 
an absolute measurement of A can be obtained. since the coefficient 
relating A2 / d and mutual inductance can be calculated for a given coil 
conflgurationI5.16. In practice there is a contribution to the mutual 
inductance that is independent of A. arising from two sources: (1) stray 
coupling in the cryostat wiring. and (2) a small residual coupling due to 
the flnite size of the sample. With sufflcient experimental care this 
offset can be determined and precise measurements of A(T) can be 
obtained23. In practice. however. it is often best to consider the offset 
in M as an adjustable parameter. This makes it difficult to distinguish 
between different models of the temperature dependence of A24. 

One recent application of the mutual inductance measurement is 
to study the proximity effect in a superconducting/normal metal 
bilayer25. Below Te we have (see Eqn. 9) M-I_d/A2 for a thin 
superconducting fIlm. Since 1/A2 is proportional to the density of 
superconducting electrons ns. we can write this as M-I-nsd. the total 
number of electrons per square cm. If a proximity layer is added. ns is 
not constant through the superconducting fIlm thickness and assumes a 
finite value in the normal layer. decaying over a length ~N=(hD/21tk:T)1/2 
where D is the diffusion constant. In this case it can be shown25 that 
M-I is still proportional to the trtal number of superconducting 
electrons per square cm: M-I- ns dx. The temperature dependence of 
this quantity has been shown25 to be quite different in the case of a 
normal/ superconducting bilayer than for a superconducting fIlm alone. 
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Fig. 1 shows an example of the mutual inductance data for a 
superconducting film with and without a normal metal proximity layer. 
This measurement offers a new technique to study the proximity effect 
at low temperatures. 

Critical Current Measurements 

All the applications discussed above involve measurements in the 
small signal limit. where the coupling is independent of drive amplitude. 
It is also possible to determine the critical current density of a sample 
using the screening configuration. The idea is to observe the onset of a 
nonlinear response as the drive coil current amplitude is raised. In 
Fig. 2 we show a measurement of the ac voltage induced in the receive 
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Fig. 1 The mutual inductance of a NbN/Al bilayer. The dashed 
line represents the data that is obtained in the case of a superconductlng 
film alone. The low temperature drop in mutual inductance is ascribed 
to the effect of the proximity effect in the normal metal. 

coil as a function of the drive coil amplitude for a thin NbN fllm. Initially 
the induced voltage is very small. corresponding to nearly perfect 
screening. Above a threshold drive current a voltage appears. 
corresponding to reaching the critical current in some regions of the 
fllm. At high currents the response approaches a straight line whose 
slope is roMo• ie .• the incremental screening (with respect to changes in 
ac amplitude) has vanished. An obvious interpretation is that during 
most of the ac cycle the induced currents in the fllm have saturated at 
the critical value and flux is able to penetrate to the receive coil. It is 
reasonable to identify the intercept of the straight line portion of the 
plot with the drive current axis as a measure of Jcd=Kc. (Note that Kc is 
what is directly measured in any type of critical current measurement on 
a film sample.) 
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In order to obtain quantitative infonnation about Kc from a 
screening measurement it is necessary to calculate the proportionality 
factor between the coil current and the induced sheet current K=Jd in 
the film. The approximation of complete screening by the film allows 
this to be done relatively simply22. Briefly, we note that the boundary 
condition on the field B at the film surface (no nonnal component) is 
met if the film is replaced by an image coil carrying the same current. 
(Here we assume a film of infmite extent). The screening current 
flowing in the film is then related to the parallel component of B: 
K=Bpar/ ~o. From the symmetry of the problem, Bpar is in the radial 
direction and K flows azimuthally and in the opposite sense from the coil 
current. This approximation for K differs from the true value by only a 
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Fig. 2 The voltage induced in the receive coil .as a function of ac 
current amplitude in the drive coil, lOr a thin (-500 A) NbN film. The 
two coils are positioned on opposite sides of the film. Th(; break point is 
proportional to Jed in the film. 

small factor -A.2jad. Bpar is the sum of the radial fields from the drive 
coil and its image. The contribution to Bpar from each tum of the coil 
can be expressed in terms of elliptic integrals of the first and second 
kind.26 

Fig. 3 shows an example of the calculated dependence of K on 
distance r from the center for a typical coil used in our laboratory. If the 
coil is pancake-shaped and closely spaced to the sample the screening 
currents are primarily confined to a region just under the coil. This is 
the baSis for concluding that the results would not be much different for 
a film of fmite extent as long as its radius R is at least. say. twice the coil 
radius a. 
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A practical limitation to the maximum K that can be induced in the 
sample comes from the self-heating in the drive coil. This could cause 
an unknown rise in the temperature of the sample. A coil used in our 
laboratory shows evidence of self-heating at 4.2 K when the peak 
induced film current is K=1500 A/cm. This obviously sets a limit to the 
current density that can be measured by this technique. In terms of the 
nominal 3000 A thickness. the maximum induced current density is 
=5xl07 A/cm2. To measure higher values. some method of thermally 
isolating the coil from the film while maintaining a suffiCiently close 
spacing for good coupling «0.5 mm) must be devised. 

The screening geometry may also be used to measure the magnetic 
field dependence of the critical current. as long as the field is applied 
perpendicular to the fUm surface. The most important requirement is 
that the sample be cooled through its tranSition in the field. thus 
freezing in a uniform Bz across the film27. If instead the field is applied 
after the sample is cooled. large static shielding currents are 
established. The static current would then be superimposed on the ac 
current induced by the measurement. making the result ambiguous. 
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Fig. 3 A calculation the sheet current K=fJdz induced in a 
superconducting film when a current I is passed through the adjacent 
coil. for various spacings h from the fUm. The fUm is assumed to extend 
to infinity and to perfectly screen fields from the reverse side. The coil 
dimensions are: inner radius=1.05 mm. outer radius=1.95 mm. 
thickness=0.46 mm. number of tums=300. 
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In the case of the total moment measurement, it was mentioned 
that there is a uself-field" due to supercurrents in the sample that adds 
to the applied field. The analog in the screening geometry is the field 
due to the coil and the screening currents in the film, referred to as 
Bpar above. As was true in the previous case, this is of the order of !laKe, 
which is usually much less than the scale of fields over which J c varies 
Significantly. The main difference is that the self-field in the screening 
geometry is entirely in the radial direction. 

One does not expect the development of dissipation in the 
superconductor to be an abrupt function of J, as is implied in our simple 
picture above. Rather, the electric field E is a smooth function of J; for 
example, a flux creep picture gives E-exp(JjJo)28 when J is well below 
J c. Thus one expects rounding in a plot such as Fig. 1, as is always in 
fact observed. In the low current region one can attempt to relate the 
voltage induced in the receive coil due to the electric field in the film, 
by modeling the film as a ring.29 It is shown that the receive coil voltage 
is given by-21taAE, where A is the area under the current response curve 
shown in Fig. 3 and a is the average radius of the coil. In addition to this 
voltage due to dissipation in the superconductor one has the usual linear 
coupling to the drive coil that was discussed earlier due to the finite 
value of the penetration depth. The voltage component due to 
dissipation in the film can only be distinguished from the other terms to 
the extent that it is nonlinear in the drive current. The sensitivity to the 
nonlinear electric field component in the response is quite impressive: 
considering the coil in Fig. 3, with A=160 and a=1.5 mm, we find 0.1 !lV 
across the coil (easily detected with averaging techniques) corresponds 
to E=1O-9 V jcm. A component of voltage that is approximately 
exponential in drive current over many decades has in fact been 
observed29, suggesting an E(J) dependence similar to the flux creep 
model. 

When a superconducting pickup coil coupled to a SQUID 
magnetometer is used in the role of a receive coil, one has a version of 
the screening geometry that has very high sensitivity at low sweep rates. 
This is most useful for observing the initial stages of dissipation in a film. 
It has been used30 to detect the onset of irreversible motion of trapped 
flux vortices in response to a transport current. If this is done at 
suffiCiently low vortex density the effect of interactions between vortices 
is unimportant and one has a measurement of the so-called elementary 
pinning force. This may have an important practical use in evaluating 
materials for use as thin film input transformers for advanced SQUIDs. 
At low vortex density a conventional transport measurement would be 
dominated by edge effects and the results would be ambiguous at best. 
In the screening geometry all fields and currents are confined to regions 
away from any film edges, and the results are easy to interpret. 

Variations of the Screening Measurement 

To have an accurate indication of the temperature of a thin film 
sample it is best to attach the substrate firmly (using pressure or grease) 
to a high thermal conductivity block whose temperature is recorded. 
This makes it very difficult to use a second coil on the reverse side. In 
our lab we have found that measurements of T c and Ke can in fact be 
made with only one coil. A simple cryostat has been built that allows a 
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measurement of the transition temperature and critical current density 
with total turnaround time less than 1 hour, using a He or LN2 storage 
dewar. The sample is sandwiched with a spring clip between a coil and 
a copper thermometer block, and suspended above a helium bath. For 
more details the reader is referred to Ref. 22. 

The single coil T c measurement is made by monitoring the coil 
inductance as the temperature is swept. It is found that this drops by 
more than half if the coil is quite thin in the axial dimension and closely 
spaced to the sample. We use a phase sensitive amplifier to monitor the 
coil inductance with more than adequate sensitivity. Pulturak ~31 
have deSCribed a variation of the single-coil measurement which uses a 
second identical coil in a bridge configuration. When the sample is 
normal the bridge is balanced and one has a null signal. Other 
measurement systems have been described32 with very high sensitivity 
which may also be used with very small bulk samples. 

The measurement of J c with a single coil is done by monitoring 
the drive coil for the onset of a nonlinear response as the ac current is 
increased. This is most easily done by using a very pure sine wave to 
drive the coil, and monitor the voltage across the coil for harmonic 
content. We use a circuit that detects the voltage at the third harmonic 
of the drive frequency, although a measurement of total harmonic 
distortion would probably also suffice. Fig. 4 shows a typical result of the 
harmonic measurement. Note that the shape of the curve is very similar 
to that obtained with a two-coil system, with a distinctive break point on 
the drive current axis that is proportional to Re. 

Response of single coil at 3f 
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Fig. 4 The third harmonic component of the voltage induced 
across a drive coil when it is driven with a very pure sine wave, as a 
function of drive amplitude. The break point corresponds to induced 
currents in the adjacent film exceeding the critical value. 
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Another approach to the screening measurement uses a permeable 
magnetic material to form a core that channels the applied field across a 
narrow circular gap33. There are several potential advantages to this 
approach; an important one is that the field strength that may be 
produced at the sample surface is not limited by self-heating of the drive 
coil but rather by the saturation magnetization of the core. This means 
that higher values of Kc may be measured. Ref. 33 cites K values up to 
4000 AI cm. Another potential advantage is that the screening currents 
are confined to the region just under the gap. This may provide an 
unambiguous evaluation of the E(J) dependence in the superconductor. 
A rather serious difficulty arises from the skin depth in the core. which 
ideally should be greater than its overall dimensions. Not only do 
suitable materials have a fairly high conductivity, but the skin depth is 
proportional to (permeability)-1/2. Materials with suitable permeability. 
",1000. may not be easily available. It turns out that a frequency of 
around a few Hz must be used and the voltage induced in the receive coil 
is quite small. 

SUMMARY 

Traditional ac susceptibility apparatus. normally used with bulk 
samples. has been used to evaluate properties of thin films as well. The 
film is usually oriented with its surface perpendicular to the applied 
field. For tranSition temperature measurements it is necessary to use a 
much lower amplitude of the applied field than would be appropriate for 
a bulk sample. due to the extreme demagnetizing factor of a thin film. 
Otherwise flux will enter the sample at its edges. leading to an 
apparently broadened transition. Due to the small volume of a film 
sample. the signal is quite small. Measurements are also possible with 
the sample surface parallel to the field. In this case an appreciable 
signal will be seen only if the film thickness is greater than twice its 
penetration depth. With the field perpendicular. determination of the 
critical current density may be made. with some uncertainties arising 
from details of the shape of the film and the possibility of granular 
effects. The magnitude of field that must be applied to drive the sample 
entirely into the critical state is modest. -Jed. 

The author's own experience and bias favor the "screening" 
geometry for measurements of thin film properties. This configuration 
is uniquely suited to thin film measurements. Advantages include: 
ability to measure large area samples. independence of edge effects. 
reduced size allowing use of a storage dewar for quick measurements. In 
addition to determinations of Te and J e. the screening arrangement 
allows measurements of the film impedance. To obtain quantitative 
information a numerical calculation specific to a given experimental 
configuration is necessary. However. analytical results exist for the 
related cylindrical geometry and are useful for revealing parameter 
dependencies and orders of magnitude. Te and J e measurements are 
possible using a single coil. Heating in the drive coil limits the 
maximum sheet current density (Jed) that may be measured to -1000 
AI cm. Use of a magnetic core can increase this limit significantly. 

It is shown that inductive measurements of the superconducting 
transition are sensitive to a much lower range of sample resistivity than 
transport measurements; thus care must used when comparing results 
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from the two methods. To compare J c measurements with transport 
results, an estimate of the equivalent electric field criterion that applies 
in the inductive measurement must be made. This depends on sample 
dimensions and excitation frequency, but often will be higher than the 
criterion in a careful transport experiment. Thus the apparent J c will be 
higher, as has been observed 10. However the basic sensitivity of the 
measurement when currents induced in the superconductor are well 
below the critical value corresponds to an electric field sensitivity much 
greater than would be available in a transport measurement29. 

Acknowledgement 

The author wishes to acknowledge many useful conversations with 
M. E. Reeves. 

REFERENCES 

1 J. A. Osborne, Demagnetizing Factors of the General Ellipsoid, Phys. Rev. 
67:351 (1945). 

2 Michael TInkham, "Introduction to Superconductivity", McGraw-Hill, 
New York, (1975), p. 91; D. Shoenberg, "Superconductivity", Cambridge 
University Press, London, (1952), p. 23. 

3 This expression can be obtained by integrating M=B-H across the film 
thickness. An expression for B(x) is given, for example, in TInkham's 
book (ref. 2), Eq. 4-54a. 

4 Ch. Neuman, P. Ziemann, J. Geerk, and H. C. Li, Characterization of 
YBaCuO Films by ac-Susceptibllity Measurements, Journal of the Less­
Common Metals 151 :363 (1989). 

5 K Kanoda, H. Mazaki, N. Hosoito, and T. Shinjo, Magnetic-field 
penetration depth and material parameters of V -Ag multilayered 
superconductors, Phys. Rev. B 35:8413 (1987). 

6 This of course is only true for Simply connected samples. 

7 Charles P. Bean, Magnetization of High-Field Superconductors, Rev. 
Mod. Phys. 36:31 (1964). 

8 John R Reitz, Frederick J. Milford, and Robert W. Christy, "Foundations 
of Electromagnetic Theory", Addison-Wesley, Reading, Mass., (1979), 
p.166. 

9 We have ~oJc=(aBr/dz-aBz/dr) from Maxwell's equations, and the 
cylindrical geometry ensures that the first term is zero. 

lO M. Daumling and D. C. Larbalestier, Critical state in disk-shaped 
superconductors, Pbys. Rev. B 40:9350 (1989). 

420 



11 The calculated weak divergence in B at the center of a disk really 
means that the critical state cannot be reached in some small region near 
the center. 

12 This can be obtained from Maxwell's equation curl(E)=-dB/dt, which in 
cylindrical coordinates becomes dE/dr+E/r=-dB/dt. Integrating over r 
yields the given expressIon. 

13 John Talvacchio, Critical Currents in A-15 Superconductors, 
Dissertation, Stanford University, 1982 (unpublished). The expression 
given in (6) is obtained by integrating the Biot-Savart law over the sample 
assuming a constant IJ I . 

14 R. G. Humphreys, private communication (Royal Signals and Radar 
Establishment, st. Andrews Road, Malvern, Worch. WR14 3PS, UK) 

15 A T. Fiory, A F. Hebard, P. M. Mankiewich, and R. E. Howard, 
Penetration depths of high Tc films measured by two-coil mutual 
inductances, Appl. Phys. Lett. 52:2165 (1988). 

16 B. Jeanneret. J. L. Gavilano, G. A Racine, Ch. Leemann, and P. 
Martinoli, Inductive conductance measurements in two-dimensional 
superconducting systems, Appl. Phys. Lett. 55:2336 11989). 

17 P. G. de Gennes, "Superconductivity of Metals and Alloys ..... W. A 
Benjamin, Inc., New York. Amsterdam. (1966), p. 194. 

18 Note that this is the the result if the external field is applied after the 
sample has gone superconducting; ie., there is no trapped flux. 

19 For this calculation we use the two-fluid expression for the penetration 
depth, A.2(T)=A.2(O)/[l-(T/Tcl4]. 

20 S. Fahey, C. Kittel, and S. G. Louie, Electromagnetic screening by 
metals, Am. J. Phys. 56:989 (1988). 

21 At very low values of p account must be taken of the reactance of the 
superfluid component. In the simplest two-fluid approximation. this 
would add a term Rd/2A.2 in the denominator of (10). 

22 J. H. Claassen, M. E . Reeves. and R. J. Soulen. A contactless method 
for measurement of the critical current density and critical temperature 
of superconducting films, Rev. Sci. Instrum. 62:996 (1991). 

23 AT. Fiory. this conference. 

24 A F. Hebard. A T. Fiory, and D. R. Harshman. Magnetic Penetration 
Depth of YBa2Cu307. Phys. Rev. Lett. 62:2885 (1989). 

25 J. H. Claassen, J. E. Evetts. R. E. Somekh. and Z. H. Barber. to be 
published in Phys. Rev. BI. 

26 J. D. Jackson. "Classical Electrodynamics". Wiley. New York. (1975) p. 
177. 

421 



27 If the pinning is strong, the field profile evidently is unchanged when 
the sample goes superconducting. Even in the opposite limit the field 
profile will be nearly unifonn: because of demagnetizing effects there will 
be complete field excluSion out to a radius r, defined by Hcl'"H(r/d). Thus 
the region of zero field is very small, of the order of the fIlm thickness. 
The same sort of argument suggests that the region of partial shielding 
only extends a short distance (compared to the coil radius) from the 
center. 

28 J. D. Hettinger, A G. Swanson, W. J. Skocpol, J. S. Brooks, J. M. 
Graybeal, P. M. Mankiewich, R. E. Howard, B. L. Straughn, and E. G. 
Burkhardt, Flux Creep and High-Field Critical Currents in Epitaxial Thin 
Films ofYBa2Cu307, Phys. Rev. Lett. 62:2044 (1989). 

29 J. H. Claassen, Inductive Measurements of Critical Current Density in 
Superconducting Thin Films, IEEE Transactions on Magnetics 25:2233 
(1989). 

30 L. H. Allen and J. H. Claassen, Technique for measuring the elementary 
pinning force in thin films, Phys. Rev. B 39:2054 (1989). 

31 Emil Polturak, Daniel Cohen, David Cohen, and Gad Koren, A Self 
Contained Inductance Bridge for Rapid NDT of Superconducting Thin 
Films, this proceedings. 

32 Dimitrios G. Xenikos and Thomas R. Lemberger, ac susceptibility 
apparatus for measuring the tranSition temperature of high-Tc crystals, 
sintered samples, and fIlms, Rev. Sci. Instrum. 60:831 (1989). 

33 T. L. Hylton, M. R. Beasley, and R. C. Taber, An iron-core magnetic 
inductance probe to measure critical current denSities in superconducting 
thin fIlms, preprint. 

422 



A SELF CONTAINED INDUCTANCE BRIDGE FOR RAPID NDT OF 

SUPERCONDUCTING THIN FILMS 

ABSTRACT 

Emil Polturak, Daniel Cohen, David Cohen and Gad Koren 

Crown Center for Superconductivity, Physics Department 
Technion-Israel Institute of Technology 
Haifa 32000, Israel 

We describe a compact, self contained inductance bridge for rapid testing of su­
perconductive thin films. The bridge requires no adjustments, has a high sensitivity 
and small offset and can be used for both routine screening of thin films and for basic 
studies of high temperature superconductors, HTSC, such as the proximity effect. 

AC susceptibility is, beside resistivity, the most popular technique for thin film 
characterization of superconductors. It is especially important when Non Destructive 
Testing, NDT, is required. The need for NDT testing of films can come about when one 
has prepared a batch of films for optical investigation of reflectivity, or for patterning 
of a microwave passive device, etc. Even when one wishes to test the homogeneity 
of a film deposited on a large wafer without actually cutting it into little pieces, this 
technique is indispensable. We describe a very simple self contained inductance bridge 
which can do all of this, and present some results obtained with it. 

Most published designs for thin film characterization use a mutual inductance 
methodl - 3 • This usually means the use of two coils, one on each side of the film, 
and perhaps a third coil to be connected in opposition with the secondary. In some 
cases, miniature coils are wound especially to fit each sample individually. In order to 
achieve a large signal to noise, the coils are attached to the film using glue or grease. 
Although these methods work well in a specialized situation, they are not suitable for 
rapid processing of many films and lack the ability to compare the results without elab­
orate calibration procedures. To eliminate these difficulties, we decided to use a self 
inductance method4 , which compares two flat coils in a bridge configuration shown in 
Fig. 1. A thin film sample is laid flat on top of one of the coils. Below its transition 
temperature, the film acts as a ground plane, reducing the self inductance of the coil 
and throwing the bridge out of balance. Thus, the need to have two coils on both sides 
of the film is eliminated. 

In order to make the device simple to operate, we decided to make the inductance 
bridge self contained thereby eliminating any need for external adjustments. This re­
quired building the bridge in such a way as to minimize offsets caused by thermal drift 
of the components. The actual layout of the bridge, shown in Fig. lb, is on a PVC 
slab. Because PVC is a poor heat conductor, when the slab hangs in the cold gas inside 
a Liquid Helium dewar, there may be a large temperature difference between its top 
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Fig. 1. (a) - Schematic layout of the self inductance bridge. 
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and bottom. Thus, the two coils and the two resistors should hang at the same height. 
The inductors are single layer spiral coils of 100 turns each, wound in a tight groove 
cut into a cylindrical former cast from 1266 Stycast epoxy loaded with chalk powder. 
The i.d. and the o.d. are 2mm and 9mm. The inductance is 30 /-tH per coil. After 
potting the coils in epoxy, the ends of the cylinder are machined off to within 0.5 mm 
from the coils, in order to achieve good coupling between the coil and the thin film 
sample next to it. The coil assembly is glued into the PVC block so that the end of 
the cylinder near to the "signal" coil is flush with the surface of the PVC slab. Films 
are laid on top of it and held down by a Teflon tipped leaf spring, as shown in Fig. lb. 
Thus, we use no grease, and interchanging samples is trivial. For the bridge resistors, 
we chose a pair of 500 ohm metal film off the shelf. They seem to be well enough 
matched for our purpose, although one could do better with non-inductive precision 
wirewound resistors. At the operating frequency of 50 kHz, the coil impedance is less 
than 10 n. Thus, the bridge works in a constant current mode. The bridge is located 
in a 30mm diameter vacuum can, which uses a low angle conical grease seals. A single 
layer mu metal shield is wrapped around the vacuum can. Cooling is achieved by heat 
conduction of He gas in the vacuum space. All the wiring to the probe is fed through a 
3/8" stainless steel tube which can be moved up or down through an O-ring seal made 
in a flange which fits a standard storage dewar with a 1.5" neck. The temperature of 
the sample is varied by adjusting the height of the probe over the Liquid Helium. The 
electronics consist of a two phase lock-in amplifer which is also the excitation source for 
the bridge, and a DVM which monitors the diode thermometer. All wiring in and out 
the probe are individually shielded twisted pairs, and the lock-in works in a differential 
mode. This mode of operation is important to eliminate offsets caused by ground loops. 

As an example of the use of the bridge, in Figs. 2 and 3 we show data obtained 
with two samples: one a 1 /-tm thick film of YBCO on MgO substrate, and one of 
an identical film with a 500 A thick layer of silver deposited on top of it. The films 
were deposited using a laser ablation technique described previously.s In the case of 
the silver/YBCO film, the deposition of silver was also done in situ, at a substrate 
temperature of 100°C. The measurement was done with a 400 mG field (peak to peak) 
at 40 kHz. First, we point out the flat baseline away from Te. This shows that the 
cancellation scheme works quite well. A measurement of the empty probe shows that 
the total baseline drift between 200K and 4K is about 1 % of the signal level obtained 
with a superconducting film, i.e. negligible. The other thing we point out is the large 
effect a thin non superconducting metallic film has on the measured screening. Thus, 
the method is extremely sensitive to the presence of a very thin normally conducting 
metallic layer on top of the superconductor. Finally, the residual voltage at low T in the 
real component of the signal is due to imperfectly adjusted phase of the lock in amplifier. 

The analysis of the bridge output is done along similar lines to Refs. 2 and 3. 
The analysis is valid only for excitation fields small enough so that the super currents 
induced in the superconducting film do not exceed the critical current density. We shall 
remark only briefly on the case of larger fields at the end of this discussion. Without 
a sample, the voltage across the coil is L~, with iD is the constant drive current of 
the bridge. Assuming a perfect balance, this voltage is exactly cancelled by that of the 
other coil and the output of the bridge is zero. With a superconducting film near one of 
the bridge coils, the screening currents in the film create a flux which couples back into 
the bridge coil with an opposite sign, reducing the seld inductance. These screening 
currents are related to the magnetic field, or rather the vector potential A(i) by the 
London equation: 

.... 1 .... 
j(i) = -~A(r') 

/-to'" 
(1) 

here A is the penetration depth. The vector potential has to be obtained in a self 
consistent way, namely it includes the part cornin~ from the driving coil and also from 
the screening currents in other parts of the film. It is convenient to work with an 
areal current density K, defined as J. d, where d is the film thickness, assumed smaller 
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than ). We remark on the thick film case later on. Using Stokes theorem, we rewrite 
Faraday's law in its integral form as 

f - - II - - {) II - {) f - -E·d.f.= \7xE.di=-{)t B.di=-{)t A·d.f. (2) 

from which we can express the electric field E as E = -itA. Substituting back into 
the London equation, we get 

_ P,0)2 {) _ 
E=--K 

d {)t 
(3) 

by multiplying Eq. (3) by a length segment dl, it assumes the familiar form of "po­
tential = inductance x It current". The coefficient P,0)2/ d, which plays the form the 

inductance, is called LK , the kinetic inductance. Furthermore, writing -ltK = iwK, 
we obtain the equivalent of Ohm's law, 

E ---=K 
iwLK 

(4) 

which shows that iwLK is the areal impedance of the superconducting film. Finally, 
we need to incorporate the normal currents into this picture. This is done by adding an 
areal resistance R in series with the inductance, namely Z = iwLK + R, and E/Z = K, 
where K now includes the normal currents as well. Having clarified the role of the 
kinetic inductance, we now calculate the flux induced in the bridge coil L by the currents 
in the film. The induced flux density B'(r') at a point 1-' in the bridge coil is given by 
the Biot-Savart law: 

(5) 

with the integration extending over the area of the film. The total induced flux is 
obtained by integrating B' again, this time over the area of the bridge coil. To get 
absolute values, one has to solve self consistently for the current distribution K in the 
film2 

(6) 

This is done, for example, in ref. 2. This procedure has the advantage that one can 
also use it for the case where K(i-) exceeds the critical current density, Kc. However, 
one has to know rather well the external potential Ae"'t. Furthermore, once Kc has been 
reached, one has to consider flux flow, flux pinning, etc. which is outside the scope of 
this paper, and is discussed extensively by other authors in this book. 

Since we are interested only in comparison of many films having the same geometry, 
we can assume that the geometrical distribution K( i-) is the same for all of them for 
1 K 1<1 Kc I. As the first approximation we drop the non local term in Eq. (5), thus 
assuming K(i-) = -~Ae"'t. Since Ae .. t is generated by the bridge, it is proportional in 
LiD. Denoting the value of the integral in Eq. (5) by M, we write the induced flux ¢/ 
through Las 

(7) 
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The induced voltage V is obtained by taking the time derivative of the current iD in 
Eq. (7). Separating it into real and imaginary parts, we finally obtain 

(8) 

Naturally, ReV is proportional to X" and ImV to X'. The constant M can be obtained 
from the 1m V in the low temperature limit. There, R -t 0 and 1m V then contains 
a product of M and quantities which are directly measurable. One can do a better 
approximation by substituting A • .,t(T') for K(i') into the non-local part of Eq. (6). 
One then gets expressions containing two adjustable constants from the two integrals, 
with the second one being proportional to ib. The algebra, although messy, is straight­
forward and will not be done here. In the case of thicker film, one should replace d 
in the expression for LK by A. Looking at Eq. (8), the difference between different 
films can be labelled as arising from different values of R. Poor quality films will have 
a higher R, and hence a broader transition. In the case of the proximity sandwich, 
orie effectively has a larger A as wellT, since the shielding properties of the Ag layer are 
much weaker than those of YBCO. Since the Ag layer is only weakly superconducting 
by the proximity effect, its surface region will in effect remain normal and its resistance 
will therefore be larger. A more quantitative description of this case requires a more 
complex analysis than presented here, which allows us only to extract an effective value 
of A for the Ag/YBCO sandwich and compare it with the value of A for a homogeneous 
sueprcond uctor. 
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CHARACTERIZATION OF Tl2B~CaCup8-FILMS AND 

SINGLE CRYSTALS BY AN AC-SUSCEPTIBILITY METHOD 

ABSTRACT 

Ch. Neumann, Ch. Heinzel, P. Ziemann, W. Y. Lee' 

Fakultiit rur Physik, Universitiit Konstanz; P.O. Box 5560, 
7750 Konstanz, Germany. 
'IBM Almaden Research Center, San Jose CA 95120-6099, USA. 

A specially designed ac-susceptometer is described, which allows one to deter­
mine the anisotropy of the magnetic response of small (0.08xO.sxO.6mm) HTSC­
crystals or thin films. The technique is illustrated by two examples: 1. Determination 
of the penetration length A(O) for Tl)B~CaCup8 films with the external field parallel 
to the film surface. 2. Anisotropic behavior of the magnetic losses, as given by the 
imaginary part X"(T), in Tl2B~CaCup8 single crystals with fields perpendicular and 
parallel to the c-axis. Additional. results on a tilted crystal (200 tilt of the c-axis relative 
to the external field) are discussed in terms of a possible flux line entanglement 
transition. 

INTRODUCTION 

Among the high-temperature superconductors, the highly anisotropic systems like 
BiSrCaCuO and TlBaCaCuO appear to be very attractive from a physics point of 
view, since here newly predicted phenomena like flux line entanglement1,2,3, flux line 
lattice (FLL) melting4,s, glass-like flux line phases and their transitions6 or the 
expected anomalous behavior of magnetic flux parallel to the Cu02-planes7,8 should 
be most pronounced. In the present work, we therefore report new results on 
Tl2B~CaCup8 films and single crystals applying an ac-susceptibility technique to 
characterize the behavior of magnetic flux. For this purpose, a specially designed ac­
susceptometer is used, which allows one to distinguish between the magnetization 
parallel and perpendicular to the c-axes (the films had a c-axis orientation 
perpendicular to the film plane). By changing the position of a sample relative to the 
pick-up coils as well as its orientation relative to the direction of the ac-field and 
monitoring the real and imaginary part of the magnetic susceptibility one is able to 
determine the anisotropy of the magnetic dissipation. In this way, two qualitatively 
different loss peaks, which are centered at different temperatures, could be observed 
and assigned to the alignments of the external ac-field parallel and perpendicular to 
the c-axis. By tilting the sample by approximately 200 relative to the field direction, a 
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superposition of both peaks is found. This leads to an apparent paradox that the 
component of a flux line perpendicular to the c-axis can move at a lower temperature 
than the component parallel to the c-axis. Such a behavior suggests the possibility of 
flux line entanglement. 

Additional information can be obtained from the temperature dependence of the 
real part of X determined on films. If the film thickness is properly chosen, the 
penetration behavior of the magnetic field can be observed and models for X.(T) can 
be tested. 

EXPERIMENTAL 

The samples are investigated in a specially designed vector-lock-in a.c.­
susceptometer9. The real and imaginary parts of the susceptibility X are determined as 
a function of the temperature. Magnetic ac-fields, Hac' in the range of 0.1 Oe to 50 Oe 
are applied with small superposed dc-fields up to 180 Oe. The frequency can be varied 

position 
I I 
2 3 

substrate holder 
(sapphire) 

y 

Fig. 1 Schematical view of the essential parts of the ac-susceptometer 
(not scaled). Diameter of the field coils: 23 mm. 

from 31 Hz to 3125 Hz. The magnetic field is produced by a pair of coils (23mm 
diameter) wound out of eu-wire (O.lmm diameter) with 1500 turns. 

The experimental set-up of the susceptometer is schematically shown in fig. 1. The 
field and the pick-up coils are mounted on sapphire holders, which are directly 
connected to the bottom of a 4He-cryostat. Thus, both coil systems are always at 
temperature of the cooling liquid (liquid 4He or liquid N2). Therefore temperature 
drifts and drifts of the phase setting, which is determined with a lead sample at 4.5 K 
are strongly suppressed. The samples are fixed on the sapphire substrate holder with 
vacuum grease. This sample holder can be shifted along and rotated around a 
sapphire axis. At the beginning of each measurement, the sample is moved out of the 
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magnetic field and the residual signal produced by inhomogenieties of the ac-field is 
compensated by a small coil above one of the counterwise wound pick-up coils. The 
measurement starts by rotating the sample into its position right in front of the pick­
up coils (distance "'" 0.1 mm). This position is mechanically fixed and thus highly 
reproducable. The temperature of the sample can be changed by a heater clamped 
onto the sapphire axis (temperature range 5K < T < 150K) and is determined by a 

r r r ffi -__ iPick-upcoilS 

- - - - I - . . 
- - - - - - - sample 

~ 
large signal for M. Hy 

• 

small signal for My 

small signal for M. 

• • 

large signal for My 

Fig. 2 Separation of the components of the magnetization for a 
superconducting film by moving the sample under the 
counterwise wound pick-up coils. The positions 1,2,3 are 
defined in fig. 1. 

diode-thermometer also located on the axis. Remaining small drifts of the system are 
experimentally determined by moving the sample out of the field coils several times 
during the measurement. The temperature dependence of the drift is obtained by 
interpolation between the experimentally determined values and is subtracted from 
the susceptibility signal. This procedure is performed by a computer, which also 
controls the rotation of the sample into and out of the field coils. A very detailed 
description of the apparatus is given by Zibold and Korn9• 
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Fig. 2 serves to explain how by shifting the samples to different positions under 
the pick-up coils information can be obtained on the anisotropy of the magnetization. 
For this purpose, one exploits the fact that the external ac-field is not perfectly 
homogeneous along the y-direction (see fig. 1), but exhibits also a small z-component. 
In case of a thin film sample, this component is perpendicular to the film plane and 
thereby largely enhanced by demagnetization effects. More specifically, M = XH. 
with H = H '(I + NX)-l. For a superconducting film one has X = -1 and N = '1 

lOt ac 
leading to large enhancements in the z-direction. But by our experimental 
arrangement Mz can only be detected if the sample is moved under one of the pick-up 
coils (positions 1,3). At position 2 (middle) this component delivers no signal due to 
compensation by the counterwise wound pick-up coils. In the middle-position 2 the 
magnetization parallel to the film plane is preferentially detected as indicated in fig. 2. 
By measuring the susceptibility of superconducting Pb-films of thicknesses similar to 
those of the HTSC-films and using the known Hc(T)-curve for Pb, one obtains a 
calibration factor for each position, i.e. position 1, 2 and 3 of figure 2. This calibration 
includes a factor depending on the geometry and sensitivity of the apparatus as well as 
on the demagnetization factor. Thus, no calculated demagnetization factor has to be 
usedlO. 

This separation of the different components of the magnetization is only possible 
for superconducting films due to their large demagnetization effect in z-direction, 
while other samples like single crystals and sintered material are measured at position 
2. In this case different components of the magnetization are obtained by tilting the 
sample with respect to the field. This tilt is performed by mounting precisely worked 
copper wedges of different angles between the plate at the sapphire axis and the 
substrate holder. This copper wedge doesn't significantly change the thermal 
connection of the sample to the sapphire holder, because we observe no shift of Tc 
within the resolution of our apparatus. 

RESULTS 

In fig. 3 the temperature dependence of the real and the imaginary part of the 
susceptibility of a Tl2Ba7 CaCuZOg-film is shown obtained at different positions of the 
film. The crosses represent measurements at position 2 (middle). No imaginary part 
can be observed within our resolution and the real part is field independent for ac­
fields from 1 Oe to 50 Oe. Such a behavior provides strong evidence, that the 
temperature dependence of the real part is dominated by the penetration effect of the 
field, Le. by the temperature dependence of the penetration length >"(T). The dashed 
line in fig. 3 is a fit to the data assuming a slab-geometry representing the film of 
thickness d and the field parallel to the surface, Le.: 

X'(T) = x'(O) (1-(2·>..(T) / d)tanh( d/(2·>..(T))) 

For the temperature dependence of>.. the two-fluid-formula >"(T)=>"(0)(1-(T/Tl)"1/2 
was used. This model gives an exellent description of the data within the 
experimentally observed temperature range 65K < T < 120K. With a film thickness 
of 12 jJ..m, a value of >"(0) = 4500 nm is deduced from the fit, which is significantly 
larger than typical values reported in the literature for Tl?Ba2CaCu20t. A possible 
explanation could be that the measured value is not an intnnsic value but a Josephson 
penetration depth due to weak links within the film. 

The solid line in fig. 3 represents the results found at position 1. Clearly, the 
component of the magnetization perpendicular to the film, which is preferentially 
detected at this position, produces magnetic losses as indicated by the peak of the 
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imaginary part (the unphysical sign of this peak is a technical artifact and stems from a 
180°-phase shift of the signal at position 1). This is reflected also at the corresponding 
temperature in the real part behavior, which is a superposition of the magnetic 
response of a broad transition due to effects of the penetration length in z-direction 
and a sharp transition to shielding in y-directions. 

In Fig. 4a the measurements for the field parallel to the Cu02-planes are shown. 
The real part exhibits a broad transition and does not reach to perfect shielding at 70 
K. Additionally a peak in the imaginary part is observed. The maximum of this peak 
shows a strong field dependence which could be described by a power law: 

with a power a = 1 for this direction13• By assuming that for a given amplitude Hac' 

o~--====~=========-~--~--~~ 

-8 

60 70 80 90 100 
Temperature [K 1 

Fig. 3 Ac-susceptibilityas a function of temperature for a Tl2B~CaCu208 
film (thickness d = 12J..Lm) at two different positions. Hac = 100e, 
f = 1049Hz, c-axis perpendicular to the film plane. 

crosses: Measurement at position 2 (c. fig. 2): only the magnetization 
parallel to the film plane is measured. No imaginary part of 
the susceptibility is detected. 

dashed line: Fit to the data assuming a slab-geometry and a temperature 
dependence of the penetration depth according to the the 
two fluid model. 

solid line: Measurement at position 1 (c. fig. 2): an additional contribution 
from the component perpendicular to the film plane is observed 
leading to a peak in the imaginary part. The phase shift of 
180° for this component can be explained by the 'wrong' 
winding sense of the pick-up coils. On position 3 this 
contribution shows the correct positive sign. 

losses start to become observable within our resolution at a temperature TI < <Tc with 
HCI (T ) = Hac' an estimate can be obtained for HeI (0). An extrapolation based on 
HcI(T)=Hc1(OHl-(T/Ti) leads to an upper limit HeI(O) < 10 Oe for field parallel to 
the Cu02-p anes. 

In the following, the results for a ~Ba2CaCup8 single crystal will be reported. 
Details about the crystal preparation can be found in [12]. The temperature 
dependence of the real and imaginary parts of the susceptibility are determined for 
different ac-fields and different orientations between Hac and the c-axis of the crystal. 
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Fig. 4 Susceptibilities of a Tl2BafCaCups single crystal (0.08xO.5xO.6mm) 
obtained with different orIentations between the external ac-field 
and the Cu02-planes of the sample. Hac = 10 Oe, f = 1049 Hz. 

a) Field orientation parallel to the Cu0z-planes. 
b) Field orientation perpendicular to the Cu0z-pianes. 
c) Field tilted by <1>=20° relative to the Cu0z-pianes. 



Rotating the sample by an angle of 90°, i.e. H parallel to the c-axis of the crystal, 
leads to a different behavior (fig. 4b). The shielding transition due to 
superconductivity is relatively sharp and its field dependence is significantly smaller 
than for the direction Hac perpendicular to the c-axis. The shift of the loss peaks by 
increasing fields Hac can again be described by a power law, but with a power a= 1.5 
for this direction. An estimate for the lower critical field obtained in the same way as 
above leads to a value Hc1(O) = 3500e. 

If the observed loss peaks shown in fig. 4a,b are interpreted in terms of a Bean­
model (hysteretic losses), the different temperatures of the maxima have to be 
attributed to the different sample geometries for the z- and y-directions. On the other 
hand, a clear frequency dependence of the X" -peak has been observed. A shift to 
higher temperatures of the order 2K per frequency decade is found in the present case 
(Ha = 7 Oe, f = 31 Hz - 3.1 kHz). A more detailed study of the frequency 
dep~ndence of TI2B~CaCup8 is given by Nikolo14• Such a frequency-dependence can 
not be explained within a Bean-model, it rather suggests that flux creep/flow is the 
dominating loss process at least near the x"-maximum. Within this interpretation, the 
results of fig. 4a,b indicate that the different components of a flux line become mobile 
at different temperatures. As a further test of this idea, the sample was tilted by 20° 
relative to the direction of the ac-field. Within the Bean-model one X" -peak is 
expected somewhere between the positions shown in fig. 4a,b. The actual result is 
given in fig. 4c. Clearly, two peaks can be distinguished and the susceptibility data for 
the tilted case can be obtained by a superposition of the results found for Hac parallel 
to the c-axis and Hac perpendicular to the c-axis (quantitatively, a small shift of the X"­
peak to higher temperatures has to be taken into account due to the smaller field 
component parallel to the c-axis H.C<200) == Hac(900)'(sin200). Thus, the results of fig. 
4c are taken as further evidence that a Bean-model alone is not appropriate to 
describe the experimental ac-losses. If these losses are attributed to a viscous 
movement of the flux lines, one is led to the conclusion that in case of tilted lines their 
component parallel to the Cu02-planes becomes mobile at significant lower 
temperatures than the component parallel to the c-axis. Within this picture, the X"­
peak at lower temperatures could be interpreted as a cutting of the flux lines or a 
possible entanglement transition, while the peak at higher temperatures corresponds 
to an overall movement of flux lines, i.e. to flux flow. 
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TEMPERATURE DEPENDENT PENETRATION DEPTHS FROM 

THE AC MAGNETIC RESPONSE OF THIN FILMS 

A. T. Fiory and A. F. Hebard 

AT&T Bell Laboratories, Murray Hill, NJ 07974 

A method for determining superconducting 
penetration depths from measurements of a.c. 
impedances of superconducting films, using a two­
coil mutual inductance technique, is reviewed. 
Results are presented for superconducting states 
of cuprate films, artificial multilayers, and 
organic crystals. 

I. INTRODUCTION 

A two-coil mutual inductance technique was initially 
used to study Kosterlitz-Thouless superfluid transitions and 
a.c. dynamics of vortices created by external d.c. magnetic 
fields in low-Tc superconductive-oxide films. 1 This present 
paper describes the experimental method and the analysis 
which is used to obtain complex sheet impedances from meas­
urements of mutual inductances. Selected results for the 
penetration depth and kinetic inductance of high-Tc and 
low-Tc superconductors are presented. Also mentioned are 
some results obtained with a field-effect probe on a super­
conducting film, which is used to modulate the charge den­
sity in the superconducting state at the surface. 

II. EXPERIMENTAL PROCEDURE 

The experimental apparatus is illustrated in Fig. 1, 
which shows a film under test placed transverse to the axis 
of symmetry and located between the drive and receive coils. 
Not shown in the figure is the sample holder, which is a 
macor ceramic assembly in which the film and coils are 
mounted. An a.c. current of constant amplitude Id (fre­
quency ro/2x in the range 1 to 100 kHz) is applied to the 
drive coil and the receive-coil voltage amplitude vr is 
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phase-sensitively-detected by a lock-in detector. The in­
phase and quadrature components of Vc are used to compute 
the complex mutual inductance M = VcliroId • The a.c. mag­
netic field produced by the drive coil induces screening­
current flow in the plane of the film. These currents 
attenuate the a.c. pick-up signal at the receive coil. The 
drive coil is wound astatically, as a quadrupole magnetic 
source, i.e., the two sections of the coil are connected in 
opposite polarity. This configuration localizes the a.c. 
current near the center of the film. A similar configura-

GATE ELECTRODE 

KAPTON ~ 
FILM 1"'-

SUBSTRATE 

r'V'I- - - - - - - --r'V'I 
~---------~ 

r'V'I- ---- - - --r'V'I 
~---------~ 

r'V'I--------r'V'I 
~--------~ 

r'V'I- - - - - - --r'V'I 
~--------~ 

RECEIVE 
COIL 

DRIVE 
COIL 

CONTACTS (4) 

1 

FIG.1. Cross section of the apparatus for measuring the 
a.c. impedance of a film from the two-coil mutual 
inductance. Typical dimensions are: 1.5rnrn coil 
diameter and 1cm film width. Mounted on the film 
in the illustration is a gate electrode, separated 
by a Kapton dielectric, which is used to apply a 
static charge on the surface of the film in the 
field-effect measurements discussed in Section VI. 

tion of the receive coil localizes the pickup sensitivity to 
the center of film and also serves to reject extraneous 
noise. The use of quadrupoles instead of dipole coils 
reduces sensitivity to the shape of the film, if its mean 
radius rF is at least several times larger than the radius 
of the drive coil, rd, or the receive coil, rc. The sensi­
tivity is maximized by placing the receive coil as close as 
possible to the film. The drive coil, shown facing the sub­
strate, is further away from the film. 

Calibration of the system, discussed below, assumes the 
film is a disk of radius rF' thickness dF , and complex 
resistivity P(ro). Films thinner than the penetration depth 
A may be characterized in the superconducting state by a 
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sheet kinetic inductance, 

LK = 41t1..2 /c 2dF (1) 

and a sheet impedance 

Z = iroLK • (2) 

Since all currents flow transverse to the axis of symmetry, 
the results do not depend on the axial component of the 
impedance, provided Z is uniform throughout the film, and 
thus A. pertains to the in-plane component of the penetration 
depth. 

Calibration Analysis 

A special case for the electromagnetic response of an 
infinite superconducting sheet was calculated by Clem. 2 In 
practice, his result is applicable for a large-rF film in 
the quadrupole geometry of Fig. 1 and may be refined with a 
correction term for finite rF. The mutual inductance for 
single-turn drive and receive coil loops and an infinitely­
wide film is 

-
M = 41t2 rdrrJ dqe-q(D.+Dr ) Jl (qrd) Jl (qrr) fl (3) 

o 

where Dd the distance from the drive loop to the near 
(lower) surface of the film, Dr the distance from the 
receive loop to the near (upper) surface of the film, Jl 
the Bessel function, and 

sechQdF 
(4) 

2 2 

and where Q2 = q2 +1..-2 • 

[1+ Q +q tanh QdFl 
2qQ 

For multiple-turn coils, Eq. (3) is readily extended as 
a double sum over integrals for the individual windings of 
the drive and receive coils. The result is independent of 
the measurement frequency for a film in the pure supercon­
ducting Meissner state, or for H close to Hel , since 
ro«6./n, where 6. is the superconducting gap. Near Te , or 
when vortices are present, the effect of finite dissipation 
may be included by replacing 1..2 by c 2 p(ro)/41tiro in the 
expression for Q, which makes M a complex quantity.2,3 The 
effect of finite film width can be approximated by smoothly 
truncating the integral in Eq. (3) at small wavevector, q, with 
a Gaussian cut-off function, fe = exp (_q2/~), and by sub­
stituting the following 11 for f1 in Eq. (3) : 

(5) 
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The value of the cut-off parameter qc = 2/xrF was determined 
from a numerical calculation. 

A second, numerical method was used to compute the 
sheet current distribution for two-dimensional thin films. 4 

This sheet-impedance model is accurate for film thicknesses 
satisfying dF < 5(00), the a.c. skin depth of a resistive 
medium, or, when the electrodynamics is that of a supercon­
ducting medium, satisfying dF < 21 / 2 A. Representing the 
film by a circle of radius rF' which is divided into annular 
rings of width e, the azimuthal components k i of the total 
sheet current density in each ring are obtained as the solu­
tion to the following matrix equation: 

k i = iOOz (ai+c-1l:Gijkj) (6) 
C j 

which expresses the constitutive relation between current 
density and magnetic-vector potential. 4 Here ai is the 
azimuthal component of the external vector potential at ri, 

produced by the drive coil, and 

Gij = CEAloop(O,ri,rj) ' i¢j, 

Gi i = 2e [ (el 4ri) 2+1n (2xri Ie) ] (7) 

The function A1oop(z,r,p) is the azimuthal component of the 
vector potential produced by a unit current loop of radius p 
at a transverse distance r from the axis and at a longitudi­
nal distance z along the axis. 

~ 4p 
A1oop(z,r,p) = [(2-k 2 )K(k)-2E(k)] ,(8) 

Ck2 (p2+r2+z2+2pr) 1/2 

where k 2 = 4pr(p2+r 2+z 2+2pr)-1, and K(k) and E(k) are the 
complete elliptic integrals. The azimuthal component of the 
vector potential produced by the drive coil is given by a 
sum over the turns of the drive coil: 

ai = IdLPdAloop(zdF,ri,rd) 
d 

(9) 

where ZdF is the axial distance between the plane of the 
film and a turn in the drive-coil of polarity Pd and radius 
rd. For a given complex impedance Z, Eq. (6) is solved for 
the complex current distribution, ki, which is then used to 
compute the complex mutual inductance: 

M = Mo +2xc-1 I;iel:PrkiAlooP (zrF' rr' ri) 
i 

(10) 

where Pr is the polarity of receive-coil turn of radius rr 
located an axial distance zrF from the plane of the film. 
The term for the empty-cell mutual inductance, Mo, is given 
by 
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Mo 21tc-l LLPrPdrrAIOOP (Zdr' rr, rd) 
r d 

(11) 

where zdr are axial distances between drive and receive coil 
turns. 

Either an analytic or numerical method, as appropriate, 
can be used to compute the mutual inductance M = MI + iMQ 
for a given complex film impedance Z = R + iroL. However, 
for data analysis, one needs to adopt a procedure for 
inverting the calculated functional dependence M(Z) to 
obtain z as a function of M. This is accomplished numeri-

500 A YBa2Cu307 
/ LaAI03 

(R423A) 

FIG.2. Temperature dependence of the ratio of the in-phase 
component of a.c. mutual inductance and the empty­
cell mutual inductance (Mo = 250nH) . 

cally, by first computing a table of M values for a suitable 
mesh of Z values spanning the expected data range. For 
superconductors, where the results for M fall in the first 
quadrant of the complex plane, the inversion can be made 
single-valued by (1) introducing dimensionless reduced 
mutual inductance parameters, 

ml = (Mo-MI ) I(Mo-Ms ) , 

m2=MQ /(Mo -Ms ) , (12) 

where Ms is the mutual inductance computed in the limit Z = 
0, and (2) making the transformation 

ul = ml(mf+m~)-1-1 , 

(13) 
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Once tables for Z and (Ul,U2) have been computed for a 
given film and coil geometry, the mutual inductance data for 
the film can be analyzed by first computing (ul,u2) from 
the measured M and then interpolating the two tables with a 
lookup algorithm on a computer to find Z. 

III. MUTUAL INDUCTANCE MEASUREMENT 

A normalized in-phase component of the mutual induc­
tance for a SOOA YBa2Cu307 film is shown on a logarithmic 
scale as a function of temperature in Fig.2. The film was 
prepared by vacuum evaporation of a BaF2-Y-Cu-O precursor 
onto a polished (001)-LaAI03 substrate and then oxygen 
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0.8 
MI 

-
500 A YBo2CU307 

0.6 / LoAI03 
0 (R422A) 

L 

......... 0.4 

L 
0.2 

MQ 

0.0 

-0.2 ~ -
I I 

86 87 88 89 90 91 92 93 
T (K) 

FIG.3. Normalized mutual inductance components near Te. 
The upper curve is the in-phase component and the 
lower curve is the quadrature component. The 
external d.c. magnetic field perpendicular to the 
plane of the film was nulled to less 5mG: the data 
were taken at a frequency of 13kHz with an excita­
tion amplitude in the linear-response region, about 
O.lmG. 

annealed using the wet/dry-02 process of Mankiewich et 
al.,s which produces an epitaxial film with c-axis oriented 
perpendicular to the plane of the film. One observes ·that 
the mutual inductance drops by a factor of 500 at low tem­
perature. Figure 3 shows the temperature dependence of the 
in-phase and quadrature components of the mutual inductance 
in the vicinity of the transition temperature for another 
SOOA film. The transition width, given as the range over 
which dissipation is observable in the quadrature component 
of M, is about 0.2K. The dissipation peak is caused by 
vortex-pair excitations, which appear in films of finite 
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thickness near the Kosterlitz-Thouless transition at TKT, a 
temperature about 1K below the mean-field or bulk Tc of 
YBa2Cu307.6 Although the transition appears to be very 
sharp, inhomogeneity in the film also makes a significa~t . 
contribution to the temperature width of the observed d~ss~­
pation peak. 7 

Mutual Inductance Calibration 

The normalization parameter Mo used in Figs. 2 and 3 
was measured separately as a function of temperature, with 
the film removed from the sample holder. This procedure 
corrects for the influences of thermal expansion and 
temperature-dependent coil resistance on the amplitude and 
phase gain of the detection system. Since M/Mo drops to 
less than 0.01 at low temperature, it is also necessary to 
accurately determine the experimental baseline, i.e., the 
signal which corresponds to Z~O. This was accomplished in 
the present case by replacing the film with a sheet of Nb 
foil, 0.025-cm thick, for which the sheet impedance at 4K 
is negligible compared to that of the film under test. The 
baseline measured with the Nb foil in place is small, but 
not zero, owing to extraneous coupling between the drive and 
receive circuits. Such an independent measurement of the 
baseline signal improves the accuracy by which L{T~O) and 
thus A{O) are obtained. 

The mutual inductance calibration methods described in 
the previous section were checked by using test squares of 
normal conductors - a Cu foil 127~m thick and an Al foil 
7.6~m thick - where the thicknesses are less than the a.c. 
skin depths. The resistivities were determined from the 2-
coil method as analyzed with the sheet-impedance model for a 
radius rF = {A/X)1/2, where A is the area of the foil. 
Results agreed from 1 to 5% with 4-probe d.c. resistivity 
measurements. Effects of finite thickness and electrical 
anisotropy were also tested using stacks of n electrically­
isolated 7.6-~m Al sheets, for n = 1, 2, 3, 5, 8, or 80. 
These latter tests confirmed that the impedance sheet model 
is accurate to better than 10% for dF < ~(ro), and that the 
results are independent of the effective axial component of 
the resistivity. 

v. PENETRATION DEPTH OF YBa2Cu307 

If the temperature-dependent penetration depth of 
high-Tc superconductors can be measured sufficiently accu­
rately, then it should be possible to distinguish among com­
peting models for the pairing state.B,g The superconductor 
YBa2Cu307 is probably best suited for such a study since it 
has modest penetration-depth anisotropy, Aa ~ 1.2Ab ~ Ac/5, 
and films prepared by a variety of methods seem to be of 
good epitaxial quality. Strongly anisotropic superconduc­
tors exhibit pronounced fluctuation effects over a broad 
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temperature range, owing to weaker coupling between cuprate 
layers. While this is interesting in itself, it complicates 
separating out the intrinsic penetration depth. However, 
one caveat to keep in mind is that epitaxial films generally 
contain a large number of structural defects, mainly stack­
ing faults and microtwins, which force some local flow of 
supercurrent along the c axis. Since Ac is determined by 
interlayer Josephson coupling, and the c-axis conductivity 
varies approximately linear in T in the normal state, it is 
possible that a nominal measurement of an average over Aa 
and Ab may also include some temperature-dependent admixture 
of Ac. 

Figure 4 shows results for the temperature dependence 
of the inverse kinetic inductance obtained with the two-coil 
method on a SOOA YBa2Cu307 film. Plotting the reciprocal in 
this manner emphasizes the low-temperature region. Similar 

::' 1.0 
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a. ......., 

0.5 
500 $.. YBa2CuJ07 

/ LaAIOJ 

(R423A) 

(K) 

FIG.4. Reciprocal of the sheet inductance of a film, com­
puted from the mutual inductance data of Fig.2, 
using the numerical calibration method described in 
Sect. II. The curve is a three-parameter fit com­
bining weak-coupling BCS and two-fluid models. 

results have been obtained for a number of films of about 
the same thickness grown on SrTi03 and LaAI03 substrates. 
The solid curve was obtained by a least-squares fit to L-1 
c 2dF /4XA2, using two terms for A-2 : (1) the weak-coupling 
BCS theory, and (2) the Gorter-Casimir two-fluid expression, 
which approximates strong-coupling BCS. The transition tem­
perature was also taken to be an adjustable parameter. The 
resulting fit apportioned weak-coupling BCS at 94%, two­
fluid at 6%, and yielded Tc = 92.6K. This exercise is 
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meant to illustrate that the actual temperature dependence 
departs significantly from either simple model. The inade­
quacy of either model to accurately fit the data is given 
further emphasis in Fig.5, which shows inverse-square pene­
tration depth data and separate curves for the two models 
computed for A(O) = O.167~m and Tc = 90K. Generally, what 
is found is that the onset of temperature dependence occurs 
at a lower temperature than calculated by weak-coupling BCS, 
and the curvature near Tc is closer to the behavior of the 
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FIG.5. Inverse-square of the in-plane penetration depth 
(A~~) computed using the relationship to the kinetic 
inductance, Eq. (I), and the data of Fig. 4. Dotted 
and dashed curves illustrate the temperature depen­
dence of the weak-coupling BCS and two-fluid 
models, respectively, fitted to the data at the 
lowest temperature (A(O) = O.167~) and taking Tc 
90 K. 

two-fluid model. These data show that A-2 approaches a con­
stant at low temperature faster than T2, which is con­
sistent with s-wave paring. Some films, particularly if 
they were annealed at high temperature, show a T2 depen­
dence, which probably indicates defects. lO This issue is 
discussed in more detail in Section VIII and Ref. 10. 

Figure 6 shows the components of iIDZ-l for a 150A film 
grown on NdGa03. Although the resistance transition onset 
is near 90K for this film, the magnetic superconducting 
transition is close to 60K. The intersection of the dotted 
line with the curve for Re{iIDZ-l } = L-l indicates the loca­
tion of the Kosterlitz-Thouless temperaturell 
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(14) 

which in terms of the kinetic inductance is given by TKT = 
O.98·47tLi (TKT ). A percolation model has also been used to 
characterize films with depressed transitions measured mag­
netically.12 Intersection with the dashed line indicates 
the weak-field vortex-lattice melting temperature in two 
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FIG.6. Temperature dependence of inverse impedance com­
ponents for a thin film with a depressed transi­
tion. Intersection of the real-component curve 
with the dotted line gives the Kosterlitz-Thouless 
transition temperature, Eq. (14), and with the 
dashed curve the weak-field vortex-lattice melting 
temperature, Eq. (15) . 

dimensions, as determined from a Brownian dynamics simula­
tion,13 

(15) 

Note that the temperature dependence of L-1 at low tempera­
tures is significantly more pronounced than for films in 
which Tc is close to 90K. 

VI. ELECTROSTATIC MODULATION EFFECT 

The essential parts of the field-effect probe are shown 
in Fig.l. A capacitor is made with the film under test as 
one electrode and a 100-A Au film, itself producing negli­
gible screening effect, acting as a gate or counter elec-
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trode. The gate is insulated from the superconducting film 
by a 7-~ Kapton foil. Contacts on the film are used to 
measure its resistance and also to connect the film to the 
external charging circuit. The static charge applied to the 
film is measured with an electrometer. 

Electrostatically charging the surface of the film 
changes the measured mutual inductance, from which the 
change in the film sheet impedance can be computed. The 
sign of the modulation, with the impedance decreasing for a 
positive charge on the film, is that expected for a super-
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FIG.7. Electrostatic field-effect modulation of the real 
component of inverse sheet impedance (points) and 
the scaled temperature derivative (curve, computed 
from the data of Fig. 6). The modulation in transi­
tion temperature, 6T~ - 5.2mK, was chosen to pro­
vide overlap in the peaks observed near the transi­
tion temperature. 

conducting condensate of paired holes. 14 Figure 7 shows the 
effect on the real component of iwZ-1 for an applied charge 
density of 1 mC/m2 , In the region near Tc the modulation in 
both the in-phase and quadrature components of the mutual 
inductance scale by a factor ~T~ = S.2mK with their respec­
tive temperature derivatives, indicating a modulation of the 
magnetically-determined transition temperature. This is 
illustrated in Fig. 7, where the scaled temperature deriva­
tive, -aT~'dRe{iWZ-l}/dT, is plotted along with ARe{iwZ-1 }. 

In the limit of zero temperature, one may consider the rela­
tion iwZ-1 = Lil = Ne 2 /m*, where N is areal carrier den­
sity, and m* the effective carrier mass. The charge modu-
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TABLE I. Basal-plane transport parameters for YBa2Cu307 films. 
Headings give film identification number, nominal thickness d F , 

resistivity p, inductive-transition onset Te, surface mobility 
~. (±5%), carrier concentration n (±5%), effective mass m* 
(±25%), and penetration depth A (±10%). ~. and n are from 
resistance field effect at 295K, m* from kinetic inductance 
field effect at 4K, A from kinetic inductance at 4K. 

R449A 

R477Nd 

R443A 

R443Aa 

R422A 

R351A 

R423A 

R476Nd 

R209S 

R442A 

R474A 

(K) 

150 78 

150 65 

300 89.9 

300 89.8 

50090.1 

500 91. 4 

500 90.2 

500 90.2 

1000 90.2 

100090.1 

100090.1 

P(295) 

(~cm) 

780 

330 

415 

270 

194 

270 

418 

264 

274 

11. (295K) 

(cm2 y-1 S-l ) 

3.0 

4.6 

3.5 

4.3 

4.6 

4.6 

4.1 

4.4 

(a) Suffixes denote substrate: A LaA103 , S 

n 

2.8 

4.1 

4.3 

5.4 

7.0 

5.1 

3.6 

6.7 

m* 1m" A.(4K) 

(!lID) 

12 

5.0 

4.0 

4.7 

4.6 

5.5 

-6 

0.40 

0.38 

0.20 

0.18 

0.18 

0.17 

0.21 

0.25 

0.25 

0.24 

SrTi03 , Nd NdGa03 • 

lation effect on the impedance can then be expressed as 
ARe{iroz-1}/ANe = e/m*, with ANe being the experimentally 
applied areal charge density. The result for the 150A film 
is an effective mass l2me at the surface of the film. Films 
with Te near 90K yield effective masses of 5me.14 This com­
parison shows that disorder leads to an enhancement in the 
effective mass. 

In the normal state, the field-effect probe is used to 
measure the modulation in the sheet resistance of the film 
and to determine the transport mobility. TableI summarizes 
the results on various films. By comparing the modulation 
in the kinetic inductance below Te with that of the resis­
tance above Te , one infers that all of the hole carriers in 
the normal state participate in the superconducting conden­
sate at low temperature. 14 

VII. SUPERLATTICES 

Artificial superlattices, prepared by successive depo­
sition of superconducting and insulating layers, provide a 
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means for studying purely magnetic interlayer coupling, 
where Josephson coupling is effectively eliminated. In zero 
external magnetic field, the relevant region to examine is 
near the Kosterlitz-Thouless transition temperature. Figure 
8 shows the temperature dependence of the inverse impedance, 
iro/Z, measured in a 16-period MoGe multilayer separated by 
insulating Ge layers. IS If this system behaves as indepen­
dently fluctuating two-dimensional sheets, then TKT would be 
near the intersection of the curve for the real component, 
Re{iro/Z}, and the dotted line shown in the figure, which 
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FIG.8. Temperature dependence of inverse impedance com­
ponents for a 16-period superlattice film. Inter­
section of the dotted line with the real component 
is the point expected for a Kosterlitz-Thouless 
transition in an individual layer, independent of 
interlayer interaction. 

corresponds to L-I = 5.3nH-I . However, if the entire super­
lattice fluctuates as a single entity, then the intersection 
point would be at a factor 16 lower, at O.33nH-I • The tran­
sition region indicated by the data, which is the interval 
spanned by the dissipation peak, overlaps the point 
predicted for independently fluctuating layers. This is in 
agreement with theory, in that the thermally-excited vortex 
pairs giving rise to the observed dissipation near TKT have 
negligible magnetic interaction because their separation is 
small compared to the penetration depth. 
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VIII. MAGNETIC FIELD EFFECTS 

The dissipation produced by small stray magnetic fields 
and the a.c. applied field is generally too small to be 
observable over most of the temperature range below Tc. On 
the other hand, if a sufficiently large d.c. magnetic field 
is applied, the vibration of the vortices in the a.c. field 
gives rise to dissipation and an increase in inductance. 
The response depends upon the nature of the intervortex 
interaction and the distribution of pinning sites. 3 How-
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FIG.9. Temperature and magnetic field dependence of the 
excess sheet inductance in the high-conductance b-c 
plane of a (BEDT-TTF)2CU(SCN)2 crystal. The curves 
are fits to the pinning-defect model, Eq. (17). The 
coefficients AL(O), plotted in the inset against 
magnetic field, were determined as fitting parame­
ters. 

ever, for fluxon densities which are low compared to the 
density of strong pinning sites, the response at low fre­
quency is the sum of a term proportional to the square of 
the Campbell pinning penetration depth ~p and the intrinsic 
kinetic inductance. 16 This model was verified for YBa2Cu307 
films,16 which exhibit strong core pinning and a pinning 
penetration depth given by 

~p = (N,/x) 1/2cj1olHc (16) 

where N, is the vortex density and Hc is the critical field. 
When ~! becomes larger than ~2 at high flux density, the 
temp.~rature dependence of the kinetic inductance crosses 
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over to that of Irc2, which is [l-(T/Tc )2]-2. Interestingly, 
this dependence, which is T2 in leading order at low tem­
perature, has also been observed at zero magnetic field in a 
number of materials. lO It suggests the existence of 
numerous internal defects sites where vortex cores may spon­
taneously nucleate, e.g., in pairs at the ends of cracks 
within the material. 

Examples of both effects are shown in Fig. 9, which 
plots the change in the inductance of a (BEDT-TTF)2CU(SCN)2 
crystal, an organic superconductor in the form of a platelet 
SO~m thick and 1 to 2 mm across, with Tc = 9.SK. The data 
were taken after initially cooling the crystal in the con­
stant d.c. B fields shown. The intrinsic penetration depth 
is less than l~m, so the kinetic inductance is much smaller 
than the observed inductance. However, the inductance 
increases rapidly with temperature and magnetic field. The 
curves through the points in Fig.9 are the function, 

(17) 

which fits the temperature dependence of the pinning 
penetration-depth model, AL = 4xA~/C2dF. The variation 
with B suggests a weak-link type of internal structure with 
defects approximately 2~m apart. 

CONCLUSIONS 

The two-coil a.c. mutual inductance method described in 
this paper provides sensitive measurements of sheet 
impedances in the superconducting state of thin films. In 
zero or very weak d.c. magnetic fields, the impedance is 
inductive, apart from a dissipative region near the phase 
transition, allowing the in-plane penetration depth to be 
computed from the kinetic inductance to within about lK of 
Tc. The temperature dependence of the penetration depth in 
the best films can be fit moderately well to weak-coupling 
BCS, but significant systematic deviations are observed 
which are suspected to be due to extrinsic defects. Elec­
trostatic charge modulation of the surface of a film causes 
a shift in the transition temperature and can be used to 
determine the Cooper-pair effective mass in the surface 
layer. In electrically-isolated superlattices, the phase 
transition is found to be dominated by vortex-pair fluctua­
tions within the individual layers. Oscillation of pinned 
vortices and defects in the material are several mechanisms 
which enhance the effective penetration depth over its 
intrinsic value, and yield a T2 leading term in the low-T 
temperature dependence. 
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MAGNETIC DETECTION OF OPTICAL EXCITATIONS IN HTSC THIN FILMS 

BY a.c. SUSCEPTI BILITY MEASUREMENTS 

INTRODUCTION 
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The recent interest in the optical response of High Tc superconductor thin 
films (HTSC) has been motivated by the hope of obtaining broad band detectors 
working at liquid nitrogen temperatures. A summary of previous research on this 
subject can be found in ref. 1, 2. 

Beside the technological interest, experimental findings reported up to now, 
leave open fundamental questions as to the nature of the response of the HTCS thin 
films to an optical excitation. Is it possible to observe a non-bolometric response? If it 
is, what is the physical mechanism causing the non-bolometric response? 

Non-bolometric effects on the transport characteristics of low Tc 
superconducting thin films (LTCS) Josephson Junctions (or LTCS thin films) have 
been observed3 and ascribed to the breaking of Cooper pairs caused by the incident 
photons, and to the consequent creation of a non-equilibrium density of quasipartic1es; 
that is quasipartic1es that relax with a characteristic time of the order of one nanosecond. 
As far as the HTCS materials are concerned, possible non-bolometric responses have 
been suggested in order to explain the following three experimental observations: 

a) a fast component of the optical response whose relaxation time is of the 
order of one nanosecond, shown by time resolved transport measurements under a 
pulsed optical excitation;4 

b) an increase of the photoresponse intensity with decreasing temperature, T, 
for T lower than 50 °K;5,6 

c) an increasing value of the ratio between the photoresponse intensity (PR) 
and the derivative of the resistive curve, dR/dT, in the proximity of Tcoff' the offset 
temperature of the resistive transition, i.e. that temperature for which the detected 
resistivity becomes lower than the instrumental resolution (a bolometric response would 
give a constant value down to Tcoff).7 

*Permanent Address: Solid State Physics Institute, University of Latvia, 
8 Kengaraga Str., 226063 Riga, Latvia 
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The former two have been ascribed by some authors to the possible generation of a 
non-equilibrium density of quasiparticles; an interpretation that has been questioned by 
some other authors.8 

On the other hand, the observation of a non costant value of the PRI(dRldT) 
ratio has been attributed to a photoinduced phase slippage,9 or to a photoenhanced flux 
creep)O Since in samples containing a large number of natural junctions (like the 
HTCS thin films) there cannot exist flux creep without phase slippages, in our opinion 
one has to consider the two models in some respects equivalent, and distinguish 
between phase slippages occuring in the presence of a magnetic field gradient (creep), 
and those occuring at thermal equilibrium (fluctuactions). 

Very recently the problem of the fast component of the optical response seems 
to have provided a convincing, although partial, solution. Indeed, by means of time 
resolved reflectivity measurements,ll and absorption measurements,12 it has been 
shown that non-bolometric effects due to a non-equilibrium quasiparticle density can be 
observed only for times shorter than 2-5 ps. These observations imply: 

Fig.1 Experimental setup.CG: Current Generator, LS: light source, C: chopper, Ll 
and L2: Lock-in amplifier; 

a) that the same effects can hardly be detected by transport measurements. 
b) That the transient response studied by resistive measurements is likely to be 

bolometric. As an alternative explanation, relaxation effects due to a rearrangement of a 
non-equilibrium distribution of magnetic field could be invoked. Their characteristic 
time scales however, are closer to the micro and milliseconds, rather than to 
nanoseconds. 

The purpose of this paper is to show how magnetic measurements can 
contribute to the above discussion. In particular, we will show that, by using an ac 
susceptibility probe, it is possible to perform magnetic detection of optical excitations 
(MDOE). 

EXPERIMENTAL 

The experimental set up as well as the samples used in our experiments have 
been described in detail elsewhere. 13.14.15.17 However. we will recall briefly their main 
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characteristics. The experimental set up was put in a flux-flow cryostat and is 
schematically shown in fig. 1. The ac susceptibility signal is detected by a flux 
exclusion probe utilizing a lock in amplifier, Ll. The reference signal to Ll (usually at 
5 kHz) is supplied by the current generator, CO. The light source, a 200 W halogen 
lamp was mechanically chopped at 33 Hz, supplied, at the sample surface, a power 
density of about lW/cm2 The variation induced by the light beam on the "I; and X" 
signals, namely !lx' and !lx", are detected by means of the the lock-in amplifier L2. 
In the configuration of fig. 1 the apparatus allows for the simultaneous recording of 

x', X" and !lx', or !lX"· 

The YBCO samples employed in the experiments are 3000-4000 A thick films 
with the a-axis oriented .L to the substrate. All the films show an initial Tcoff ranging 
between 86 and 89 OK that degrades with the time, in some cases in few days in others 

110-6 BIr 
I ' 

J) 
f-

-5 10-7 L..L-'-'-'-...I.....J......L...J....L....L..L..L..J..-I--LJ....L-L-L-L..L....I-L-.J..-l1.....L... ........ ...L-l 

75 85 95 105 
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Fig.2 A: Resistivity curve of sample 50.1. B: Resistivity curve of sample 50.1 under 
illumination 

after several months, depending on the preparation protocol and the rate of moisture­
exposure. The stability of Tcoff during the present experiments has been carefully 
checked. More information on the structural and electrical characteristics of the samples 
employed can be found in the references 14,15. 

The resistivity curve of the sample #50.1 taken before (and checked to be 
stable after) the MDOE experiments is shown in fig. 2 as curve A. Curve B was 
recorded with the light on to estimate the thermal shift due to the optical excitation, 
which is about 3-4 oK. This thermal shift has to be compared with that induced by a 
pulsed laser beam, - 20-50 °K,8 during the time resolved transport experiments, or the 
10-tOO mK induced by the mechanically chopped HeNe laser beam, usually used 
during steady state or low frequency transport measurements.16 
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RESULTS AND DISCUSSION 

MOOE signals in the proximity of T co 

In fig. 3 we show a series of typical x', X", Ilx' and IlX" curves recorded for 
three different values of the ac magnetic probing field. 

We point out that Ilx' and Ilx" become detectable only for temperatures lower 
than Tcoff' This illustrates one of the main advantages of using magnetic techniques. 
Transport measurements are sensitive only to the percolative path with the higher 
critical current (all the other being shunted) while susceptibility measurements test the 

0.5 

0,25 

0 
~ 
'-

-0.25 

-0,5 

8 --dX /dT 

50 55 60 65 70 75 80 85 90 
T CK ) 

Fig. 5 IlX" and dx"/dT vs. T 

average properties of the whole sample. Moreover the magnetic susceptibility does not 
depends on the effect of contact resistance. 

Figures 4 (upper figure) and 5 show respectively the comparison between 

Ilx' and the derivative of x', dx'/dT; and between IlX" and the derivative of X", 
dX"/dT. The lack of superposition between the two pair of curves is clearly 
demonstrated_ In the following we will focus the discussion only on the comparison 
between dx'/dT and Ilx', since the other component behaves very similarly in many 

respects. Since the sharpness of the Ilx' curve (see also the comparison between the 

integral of Ilx' and x', fig. 4 (lower figure). 
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was almost unexpected, the observed difference between dx'/dT and !!:x: deserves a 
careful analysis to show that it does not arise from an experimental artifact. Problems, 
indeed, might arise from several experimental facts like the following: a)the two curves, 
AX" and dx"/dT, are recorded at two different frequencies; b) the thermal shift induced 
by the light is such (3-4 K) that probably we have to consider the ratio between finite 
increments, Dx'IDT rather than the derivative of x'. Minor problems may also arise: c) 
from the different timing of the two curves (see fig.6 ), that causes them to be recorded 
at slightly different temperatures, and from d) possible variations of the thermal 
conductance of the film, and/or of the substrate, with decreasing T. 

Let us discuss these facts one by one. 

It is well known that an increase of the measuring frequency shifts the 
transition of the susceptibility curves toward higher temperatures, and sharpens the 
transition somewhat (see ref. 17 and references quoted therein). Since !lX' was 

recorded at a lower frequency than X', frequency effects per se can not explain the lack 
of superposition between the two curves. 

Since the timing of the measurement is different for x'and !lx', one has to 
check that this fact does not substantially affect the shape of the susceptibility curve. In 
fact x' is recorded partially in a darkened condition and partially in an illuminated 
condition. This has been done for the sample #22, a sample with a degraded T coff - 75 
K; in fig.7. Here we show the dark susceptibility, the "dark-light" susceptibility (i.e. 
the susceptibility recorded in an illuminated condition using the experimental timing 
shown in fig. 6) of #22 and for comparison !lx'. 

Apart from a rigid shift, no significant changes in the shape are visible in the 
proximity of the !lX' tail that could explain the difference between the two curves. 
Using these same curves, we have studied the possible effects of finite increments; in 
fig.8a !lx' is compared with Dx'IDT derived from measured susceptibility curves. 

Again, we were not able to explain the differences between x' and !lx'. The same 
operation has been done for #50.1 using the value of the thermal shift measured from 
transport measurements; the result is shown in fig.8b. 

Although different experimental timings of X' and !lx' have no evident effect 
on the shape of the susceptibility curve, they result in a difference in the average 
measuring temperatures of x' and !lx'. In fact this is the explanation we give for the 

initial undershoot of the plot !lx'-dx'/dT versus T, fig.9 . 

It remains to consider the possible changes in the thermal conductivity of the 
film-substrate "system" with decreasing T. These are expected to give a contribution 
proportional to T 3. Fig. 10 clearly shows that even this effect cannot be invoked to 
explain the differences between x' and !lx'. 

After the above consideration of the experimental data we have to conclude that 
in the proximity of, and somewhat below, Tcoff HTCSTFs respond to light excitation 
in a non-bolometric way. 
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MOOE si~als at low temperature 

Before discussing a possible mechanism for the the non-bolometric response, 
we would like to consider and discuss the low temperature MDOE regime. In some of 
the samples examined (less homogeneous, or homogeneous but having a lower 
Tcoff)' we found evidence for a rise of Ilx' with decreasing T, which is similar to what 

has been observed by resistivity measurements8 and by means of a microwave 
detection of the optical response (MDOR).6 The MDOR signal has been considered by 
the authors as possible evidence for non-bolometric response. They ascribe the low 
temperature increase of the intensity of the photoresponse to the exponential increase of 
the recombination time of the quasiparticle with decreasing T. However after an 
inspection of the figures reported in ref. 6, we have to conclude that their experimental 
findings do not justify their conclusion. 

Our MDOE data are reported in figures 11. In particular the lower one shows 
how the increase of the MDOE signal with decreasing T depends on the applied probing 

8 10.4 

710.4 

--:- 610-4 

::s 
(:! 510-4 
'-

410.4 

3 10.4 

210-4 

1 10-4 

20 25 30 35 40 

T (OK) 

Fig.12 Cubic fit of fig. 11 

field. We have verified that the MDOE signal continues to increase down to 5 oK. The 
dependence of MDOE on the applied magnetic field, Hac' is hardly explainable by a 

variation in the recombination time, 't, of the quasi particles. In any case, if the variation 

of't were responsible, one should expect the signal to increase exponentially. Instead 
the fit of fig. 12, shows that it increases as T 3 . as one would expect from the variation 
of the thermal conductance of the film-substrate system. The dependence on Hac' as 
well as the observation of the same signal in less homogeneous films, suggest that the 
variation in the thermal conductance occurs in the film, and this because of the 
weakening of the superconducting properties induced by Hac in a portion of the 
sample volume. Our conclusion agrees with that reported in ref 8, where the thermal 
conductance of the film-substrate system has been worked out from resistivity 
measurements. 
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Comparison between MDQE and resistivity measurements 

Replotting fig. 4b on a logaritmic scale vs Iff, fig.13 , one realizes that while 
the susceptibility curve does not indicate any activated mechanism the tlx' curve does. 
Evidence of activated processes have also been observed in resistivity measurements in 
the proximity of Tcoff for p < O.I5Pn (the resistivity of the normal state).IO In the 
same temperature region it has been possible to observe a photoresponse, and a 
dependence of the activation energy on the biasing current, lb. The physical 
mechanism suggested has been a photoenhanced flux creep. 

The samples we investigated by MDDE do not show any non bolometric 
photoresponse when studied by resistivity, at least in the limit of our experimental 

.1 .1 

10 100 
H (Oe) 

Fig.I7 Activation energy U vs Hac 

resolution. 18 However, they show a clearly discemable dependence of the activation 
energy, U, with Ib' even for zero d.c. magnetic field, see fig.14 . We checked that the 
values of the activation energy derived from the resistive curves were not affected by 
the incident light beam. As an example we show in fig.I5 the same data of fig.2 
replotted on a log scale versus Iff. The fits of the data do not show any effect due to 
the light. U has been extracted from the semilog plots of figures 14 and 15 using the 
region in which R decreases linearly and sharply, and neglecting small corrections due 
to a (I-Tffoff)P term; for a discussion of this term see for example ref. 19 and 
references quoted therein. The behaviour of U as a function Ib is shown in fig.16. 
There is a central region where U seems to vary logaritmically with Ib as reported in 
ref. 10, but we observed clear deviations from this trend for low and high Ib; we think 
that these deviations are real and actually they are also visible in the data reported in ref. 
10 for some values of the current density. 
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Fig.I8 SEM pictures of 4 samples 
having different thickness d: 
a)d=7500 A b)d=3500 
A 
c)d=1500 A d)d=600 
A 
The cross-linked structure is 
formed by crystallites with the 
a-axis perpendicular to the 
plane of the substrate; the c-axis 
lies along the shortest 
dimension of the crystallites; 
the different scale of the plots 
have been chosen in order to 
make some of the stuctures 
more visible. 
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In fig.17 we show the variation of U with Hac ' derived from the MDOE 
experiments. The observed behaviour is very similar to that of fig.16 and suggests a 
similar physical mechanism underlying both. The lower values of the activation energy 
deduced from the MDOE curves may be justified by the following observations. 
Transport measurements are sensitive to the properties of just a part of the sample, the 
paths that support the highest critical current. MDOE on the other hand tests the sample 
as a whole. If the physical mechanism behind the photoresponse is related to the 
motion of magnetic flux, it seems plausible that the part of the sample having the 
highest critical current is also characterized by a higher value of the activation energy. 

We thus suggest that resistivity and MDOE are probing the same physical 
mechanism. Even if we believe that the motion of magnetic flux is involved, we are not 
yet in the position to say if we are dealing with creep or fluctuactions. The MDOE 
region that can be fitted by a thermal activation law is the one delineated by 0 and 60-
70% of the intensity of the MDOE peak; a region where the normalized X' varies 

between -0.6 and -0.2. From previous studies we know that this range of 'X' values is 
out of the region in which the flux creep in a gradient of field is the predominant 
mechanism. 20 Thus we tentatively suggest as a possible mechanism the motion of flux 
through potential barriers in an essentially homogeneous magnetic field. However 
small local field imbalance may always be present 

As far as the nature of the barriers is concerned, we may speculate that these 
occur at the connective points of the cross-linked structure of our samples, see fig. 18. 
These barriers weaken with increasing T and may explain the rounding and the decrease 
of the MDOE signal. The role played by junctions is also revealed by very recent 
resistive measurments under microwave excitation.21 

CONCLUSIONS 

In conclusion we have shown that the optical response of a superconductor 
can be conveniently studied by the MDOE technique; a technique that is sensitive to the 
average properties of the sample as a whole, and not only to a part of it as is the 
resistivity. We have given evidence for the existence of a non-bolometric response in 
the proximity of Teoff' and have shown that the low temperature signal can be well 
explained by a variation of the thermal conductance of the film. From a comparison 
with transport measurements, we conclude that MDOE and resistivity are sensitive to 
the same physical mechanism. Finally we have suggested as a possible mechanism the 
motion of magnetic flux through barriers constituted by the junctions connecting the a­
oriented crystallites of our films; such a motion occurs in an essentially constant 
magnetic field. 
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AC SUSCEPTIBILITY OF DILUTE MAGNETIC SYSTEMS 

Gwyn Williams 

Department of Physics 
University of Manitoba 
Winnipeg, Canada, R3T 2N2 

Much of the current interest in the ac magnetic susceptibility of dilute 
magnetic systems, and its variation with static applied magnetic field, was 
initiated by the series of measurements performed nearly two decades ago by 
Cannella and Mydosh 1 on the AuFe system. Such measurements, carried out at 
fairly low frequencies (-150Hz) and driving fields (-5 De), revealed the 
presence of a very sharp cusp in a plot of the ac susceptibility against 
temperature (near 10 K for a 1 at.% Fe sample) which was rapidly smeared into 
a rather uninteresting broad maximum by quite modest dc magnetic fields 
(Ha ~ 2-300 De) applied in a direction parallel to the ac driving field. The 
principal reason that such a result generated wide interest was because it 
revealed, for the first time in this type of system, a sharp anomaly in a 
response function (magnetic, thermal, electrical, etc.) invariably regarded 
by experimentalists as a signal of a potential phase transition. Indeed, the 
sharpness of this cusp in the zero field ac magnetic susceptibility 
(x(H=O,T)) coupled with the relationship between the latter and the deriva­
tives of the Gibb's function (G): 

X = -(.a..:.Q) 
e)H2 

(1 ) 

suggested the possibility of a second order phase transition (in the 
Ehrenfest scheme). Furthermore, if such a transition actually did take 
place, it was to a ground state of somewhat different character from those 
previously studied (ferromagnet, antiferromagnet, spiral, etc.); the lack of 
a spontaneous magnetisation at low temperature in systems such as AuFe taken 
together with the assumed random distribution of moment bearing impurities 
over various lattice sites led to suggestions that the rapid suppression in 
the magnetic response below the cusp temperature (TSg) resulted from the 
freezing of these moments in uncorrelated directions with no long-range 
order, as depicted in figure 1; the so-called spin-glass ground state. 2 

With hindsight it has become clear why the transition to the spin-glass 
state was so difficult to quantify - its unprecedented non- linearity; fields 
of just a few hundred Oersted, while representing a very small fraction of 
Ts . (typically ]JBH IkBT s : 10- 3 where ]JB is the Bohr magneton and kB is the 
Bo~tzmann constantt, inf~uence the response near Tsg quite significantly. As 
a consequence of the many problems raised by this and other complications in 
the behaviour of spin-glasses (hysteretic response, waiting time effects, 
etc.) it seemed expedient to first examine the ac magnetic response - and its 
variation with superimposed static fields - of dilute magnetic systems with a 
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Fig. 1. An illustration of the difference between (a) a ferromagnet below 
Tc (b) a'paramagnet and (c) a spin-glass below TSg; the choice of 
the order parameter q = (M2) for the latter is maae apparent. 

ferromagnetic ground state; the characteristics of the latter are well 
established and many of the critical exponents associated with the phase 
transition accompanying entry into this ground state had been measured by a 
variety of conventional (and well understood) techniques. Furthermore, sin< 
many theoretical approaches 2 had predicted that both ferromagnetiC and spin" 
glass ground states could occur in the same system by varying the concentra" 
tion of the magnetic species, the possibility of first investigating the 
ferromagnetic transition and then (through the relatively uncomplicated 
adjustment in composition alone) the spin-glass response, held considerable 
experimental appeal. 

As discussed below, measurements of the ac susceptibility of ferro­
magnets have revealed a new technique for investigating critical exponents 
which, in several ways, is superior to other methods; the technique is, 
however, limited by several constraints (principally the occurrence of 
"technical" magnetic hardness). It can also be very useful in elucidating 
many features of spin-glasses, although here its application is substantial: 
more constrained, mainly by effects associated with the abbreviated time 
scale for the measurement. 

Before discussing the results of specific experiments, a review of the 
theoretical background is appropriate as it provides some rationale for the 
experimental procedures adopted. The fundamental question that both theory 
and experiment in this area are attempting to answer is whether a system of 
mutually interacting impurity spins coupled by either an ISing or Heisenbere 
like Hamiltonian' 

~ ~ 

ff= - L J ij Si .Sj (2) 

i(j 

in which the effective exchange constant J ij varies in both magnitude and 
sign, exhibits a phase transition at finite temperature for an arbitrary 
distribution of the Jij's. That the Jij's in dilute systems are non-uniforr 
results primarily from the fact that direct exchange is precluded by the 
relatively large separation between magnetic sites. The interimpurity 
coupling is thus indirect, being mediated by the well known RKKY conduction 
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electron polarisation.' Briefly the conventional exchange coupling between 
an impurity spin (~i) at site "i" and a conduction electron spin (d) 

(3) 

results in a long-ranged oscillatory conduction electron spin polarisation 
which admits both ferromagnetic (parallel) and anti ferromagnetic (anti­
parallel) coupling between the central site "i" and more distant impurity 
sites, with an effective interimpurity coupling of the form shown in (2), in 
which 

_ J 2cos(2kFRij ) 
J ij (2kFRij ) 3 

(4 ) 

(here kF is the Fermi wavevector of the conduction electron gas and Rij the 
interimpurity separation). A number of theoretical approaches to this 
problem model it by restoring translational invariance to the spin system, 
replacing the effects of sp~tial disorder (entering via the Rij'S) directly 
by an exchange bond disorder. The pa~ticular model discussed below is a 
generalisationS to arbitrary spin S of an effective-field approach 6 ,? based 
on an ISing-model Hamiltonian incorporating a uniform applied field H: 

:/t'= - L J ij SiSj - H L Si 
i<j i 

(5) 

Various approximations to treat the effects of disorder can be introduced 
through assumptions about the moments of the exchange bond distribution. If 
the latter is assumed to be a Gaussian (as in the much discussed Sherrington­
Kirkpatrick (SK) modele), then this approach yields a set of coupled equa­
tions for the thermal and exchange averaged magnetisation m = «Si>T>J (the 
conventional order parameter for a ferromagnet) and the quantity 
q = «Si>T>J(the spin-glass order parameter - figure 1): 

m = _1_ =.r SBs [6S(Jom + Jq~ + H)]e-a2/2da (6 ) 
I2ii -co 

q = _1_ =/ S2B~[6S(Jom + Jq~ + H)]e-a2/2da (7) 
I2ii 

J o and J measure the first and second moments of this distribution while Bs 
is the Brillouin function for spin S. Despite the fact that for S=% these 
equations become identical to those of the SK model, this effective field 
approach (although neglecting the Onsager reaction term) avoids the spurious 
behaviour associated with replica symmetry breaking. The low temperature 
thermodynamic properties are well behaved (the expressions for both the 
entropy and free energy are different from the SK model) and the third law is 
not violated. 

The coupled eqs.(6) and (7) can be solved numerically for m and q using 
Newton's method, and_th~phase diagram - figure 2 - results. As expected for 
a bond disorder n = Jo/J » 1, each spin experiences a positive exchange 
coupling of essentially constant magnitude and a ferromagnetic ground state 
evolves. In the opposite extreme, when J o = 0, as many spins experience a 
posi ti ve exchange interaction of a given magni t,lde as experience a negati ve 
interaction of the same magnitude and they freeze with as many pOinting up as 
down - the spin-glass state. As is typical of mean field theory, a change in 
the ground state structure occurs at Jo/J = 1. 

From the outset it was expected that the mean-field nature of such a 
model would preclude it from predicting reliably various critical exponents 
near any of the transition lines. Furthermore, the one dimensional nature of 
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Fig. 2. The effective mean-field model phase diagram. 

this Ising model - which nevertheless predicts a paramagnetic to ferro­
magnetic to spin-glass sequence of transitions on cooling near n=1 - does no 
reveal the richness in structure associated Heisenberg models in this inter­
mediate regime,' as discussed later. The strength of the model, however, 
arises from its ability to yield values for the susceptibility X = 3m/3H 
everywhere, which can be compared directly with experiment. It accounts 
surprising well for the systematics displayed by such data over the entire 
phase diagram. 

Tne experimental approach that seemed most reasonable to follow was to 
first examine the ac response at a well defined (and supposedly well under­
stood) ferromagnetic transition (near point 1 in figure 2), and once this ha 
been established, to move along the transition line by varying the composi­
tion of the system towards pOint 2 (the so-called multicritical point) 
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Fig. 3. The experimentally determined phase diagram for (a) AuFe, (b) PdMn. 
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investigating the effects of increasing bond disorder on the ferromagnetic 
response. Finally, the spin-glass susceptibility could be measured by moving 
between pOints 2 and 3. In real systems of course, as opposed to model 
systems, the relationship between bond disorder (the abscissa of figure 2) 
and concentration c (the experimental variable) can be complicated. In 
systems like AuFe there appears to be an almost direct relationship between c 
and n so that-rhe phase diagram for this system (figure 3a) bears a strong 
superficial resemblance to model predictions (figure 2). By contrast the 
phase diagram in other systems such as PdMn (figure 3b) looks "flipped­
around", with a ferromagnetic phase at a lower composition than that of the 
spin-glass. This occurs because of exchange enhancement effects in the Pd 
band structure'· which results in a suppression of the oscillations in the 
conduction electron spin polarisation to large distances from the polarising 
site (leading to the giant magnetic moment phenomenon)." At concentrations 
as low as a few tenths+ of an atomic %Mn this results in the average inter­
impurity separation lying inside the first zero in this modified polarisation 
(i.e. direct overlap of exchange enhanced polarisation clouds from adjacent 
impurities) leading to a ferromagnetic ground state. As the Mn concentration 
is increased, however, so does the probability of near neighbour Mn-Mn direct 
exchange. Since the latter is expected to be antiferromagnetic,l~ it 
provides the bond competition characteristic of spin-glasses. In this system 
therefore, alloys containing around 0.5 at.% Mn represent good ferromagnets, 
and the decrease in the ratio n from large, positive values near 0.5-1 at.% 
can be accomplished by increasing the Mn concentration. Comparing the data 
in figure 3b with model predictions (figure 2), n is expected to be near 
unity around 5 at.% Mn decreasing below 1 above this concentration when the 
spin-glass phase is entered (the possibility of re- entrant behaviour between 
2.5 and 5 at.% Mn is discussed later). 

Measurements of the in-phase (real part) of the ac (differential) 
susceptibility of numerous samples were carried out in a modified linear 
phase-locked susceptometer lS operating at 2.4 kHz with driving fields down to 
25 mOe r.m.s. The detection coil system consisted of two liquid nitrogen 
cooled, balanced coils connected in series opposition, as shown in figure 4. 
Static biasing fields up to 1 kOe were applied through a second liquid 
nitrogen cooled solenoid mounted coaxially with respect to the detection 
system. The sample being investigated was suspended in a bundle of thirty or 
so fine copper wires extending into both detection coils, and located in the 
tail section of a glass Dewar system. The overall length of these wires was 
around 15 cms, and they were soldered at their upper end into a cone shaped 
copper block onto which a heater had been wound. The latter was used to 
provided heating rates of between 0.01 and 0.2 K/min between various refri­
gerant fixed pOints (the lower rates being used at lower temperature). The 
sample temperature was measured by either a calibrated Ge resistor (1.5-20 K) 
or a Au-0.03 at.% Fe vs Chromel thermocouple (10-300 K) located just below 
the cone block and in good thermal contact with the sample. While the 
absolute accuracy of these sensors lies in the range ±(O.1-1 )%, relative 
temperatures can be determined to somewhat greater precision. 

The samples themselves generally consisted of one (for zero or low field 
measurements) or more (at higher fields) well annealed strips secured in a 
sandwich form with adjacent faces electrically insulated from each other. 
Typical specimen dimensions were (1.5xO.2xO.Ol) cm 3 (with rounded corners). 
The associated demagnetising factors - found by treating these samples as 
ellipsoids with principal axes equal to the dimensions given, and evaluating 

+At much lower Mn concentration the impurities, on average, reside in regions 
in emu/cc.Oe of oscillatory polarisation, and a spin-glass state similar to 
that in, say, Au+l at.% Fe is expected to evolve at low temperature l2 ; such 
a situation has been reported for the giant moment PdFe system. I' 
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Fig. 4. A schematic illustration of the susceptometer cryostat. 

the corresponding elliptic integrals l6 - were N = 0.05-0.1, nearly two order 
of magnitude smaller than that for spherical samples. Tnis geometry was 
specifically adopted to minimize both the corrections necessary to evaluate 
the internal field (Hi) from the applied field (Ha) and the volume magnetisa 
tion (M, in emu/cc), and those made to find the true differential volume 
~usceptibility (Xt = aM/aH i in emu/cc-Oe) from the measured response 
(Xm - aM/aHa)' This can be seen from the usual relationship 

which leads directly to 

x 
X - m 
t (l-Nx) m 

(8) 

(9) 

In addition, in a ferromagnet below its Curie temperature Tc ' if the measure 
susceptibility is to remain at the demagnetising constraint limit of Xm - N­
set by eq. (9) (corresponding to Hi=O in eq.(8)), then the use of an oscillat 
ing driving field Ha means that M must similarly oscillate, with the de­
magnetising factor N being the proportionality constant between them. Thus 
for an Ha of set magnitude, smaller N values demand larger amplitude oscilla 
tions in M to maintain Hi-D. Correspondingly more coherent rotation and/or 
domain wall motion is necessary in specimens with small N if the above condi 
tion is to be met. Consequently anisotropy effects are far more likely to b 
observed in small N samples, and this is the principal reason why the 
measured response does not reach the demag limit of N- l in many systems we 
have stud"ied. 
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With the use of a specific sample geometry it is necessary to calibrate 
the susceptometer with standard samples with comparable filling factors; we 
have used the compound Gd 2 0.. Despite these preca~tions absolute suscepti­
bilities are still estimated to be uncertain to possibly ±5%, although rela­
tive values can be measured with a precision exceeding 1 in 10'. 

Figure 5 shows the results of measurements on a typical ferromagnetic 
sample, Pd- 0.15 at.% Mn. At the top of this figure one can see the incre­
mental resistivity ~p(T) (= PAlloy(T) - PPd(T»; in the paramagnetic phase 
~p(T) is essentially temperature Independent, and on entering the ferro­
magnetic ground state near Tc = 2.6 K the incremental resistivity falls 
abruptly (a sharp anomaly in the electrical response function). This fall is 
readily understandable in terms of the local moment-conduction electron 
coupling of eq.(3): 

(10) 

The presence of an internal field below Tc renders the transverse scattering 
channels associated with the raising (Si) and lowering (Si) operators 1 ? 

inelastic, hence they progressively freeze out with decreasing temperature. 
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The linear decrease in 8p(T) with temperature immediately below Tc is, 
incidentally, a prediction of mean-field theory.,e Immediately below the 
resisitvity data, and on the same temperature scale, are the ac susciptl­
bilities. In zero static biasing field the ac susceptibility X(D,T) climbs 
rapidly as Tc is approached from above, passing through a maximum (the 
Hopkinson peak+) at a temperature somewhat below Tc. The application of an 
external static biasing field to systems like PdMn, which have a relatively 
low net moment which approaches (technical) saturation in low applied fields 
("soft" materials), results in a rapid suppression in both amplitude and 
temperature of this principal maximum. This facilitates the observation of 
smaller secondary peaks. The detailed behaviour of these secondary peaks ar 
shown in the insert in figure 5; they decrease in amplitude and move upward 
in temperature as the applied field increases. Such peaks are a direct 
manifestation of critical fluctuation in a system approaching a second order 
paramagnetic to ferromagnetic transition and they are uniquely revealed by 
susceptibility measurements, as the following argument shows. 

The conventional static scaling law equation of state'· relates the 
reduced magnetisation m to the linear scaling fields h - Hi/Tc and 
t = IT-Tcl /Tc via the equation: 

m(h,t) = tSF(h/tY+S) (11) 

Such a theory, of course, specifies only the argument of the scaling functio 
F not its general form; nevertheless, it leads to the following asymptotic 
power law dependences 

m(O,t) <X t S: T < Tc (12 ) 

X(D,t) <X t-Y: T > Tc (13) 

m(h,D) <X h1/ 0 : T Tc (14 ) 

(provided the Widom equality" holds, viz: Y = S(o-1) (15) ) 

which have been widely exploited experimentally to estimate the critical 
exponents Y,S and o. By contrast, scaling relationships involving the 
susceptibility X(h,t) are not nearly so well established; equation (11) 
yields a susceptibility" 

(where F indicates the derivative of F with respect to its argument); on 
re-arranging 

..l 
X(h,t) (~)Y+B F(--h-) 

t Y+S t Y+S 

h( 1 /0)-1 G(---D.....) 
t Y+S 

..l 
h-Y/Y+S(--h-)Y+S F(--D-) 

t Y+S t Y+S 

(1 6 ) 

where G(x) = xY/ Y+S F(X) and (15) has been assumed to hold. A maximum in 
this susceptibility, measured in fixed field h, as a function of temperatur'e 
occurs when 

+The Hopkinson maximum is not a result of critical effects, but arises from 
"technical" processes'"; specifically the rapid increase in anisotropy (mos 
probably arising from spin-orbit coupling) with decreasing temperature' 
below Tc' particularly when its value begins to exceed the ac field. 

482 



ax (-)h = 0 
at 

i.e. if G = 0 

This latter condition is satisfied if the argument of this function is a 
constant (when the function itself is a constant) viz. the temperature tm of 
the maxima in X(h,t) occur at field h such that the argument of G satisfies 

As a corollary, since the scaling function G is a constant at these maxima, 
then their amplitude depend on field alone, being given by 

(18) 

Thus the static scaling law predicts the occurrence of maxima in X(h,t) which 
move upward in temperature with increasing field along a "cross-over" line 
(discussed below) in the (h,t) plane, given by 

(19 ) 

«y+i3) being termed the "cross-over" exponent), while the susceptibility at 
these maxima X(h,tm) - eq.(18) - displays the same dependence on field as 
does the susceptibility at Tc- eq.(14)*, decreasing in amplitude with 
increasing field (as 6>1). The predictions of eqs.(18) and (19) are precise­
ly the behaviour observed experimentally. Furthermore, measurements along 
this cross-over line have the distinct advantage of being independent of the 
choice of Tc and are thus potentially superior experimentally to measurements 
along the critical isotherm (t=O, T=Tc ' eq.(14» which specifically require 
Tc to be identified. 

The term cross-over line appears particularly appropriate when the 
physical origin of these susceptibility peaks is discussed. The line of 
maxima given by eq.(19) (along which (aX/at)h=0) delineates a temperature 
dominated regime (t»h) in which (aX/at)<0 from a field dominated regime 
(h»t) where (aX/at»0. This can be seen in a semi-quantitative way from the 
fluctuation-dissipation theorm 20 : 

(20) 

In the high temperature regime <8~> ~ 8(8+1)/3 and <8z> ~ 0 when X(H,T) 
varies as T- I , so (aX1ot)h < 0; in the opposite limit, if Tc is approached 
from above in non-zero field the magnetisation is driven towards saturation, 
an effect which becomes more pronounced the closer Tc is approached. Thus, 
fluctuations in the magnetisation decrease in finite field as the temperature 
is lowered towards Tc leading, via eq.(20), to a decrease in the differential 
susceptibility. This susceptibility does not vanish, of course, at Tc ' as 

*In ferromagnets there appear to be three solutions to the condition G = 
constant summarised in eq.(17). A non-trivial solution occurs along the 
cross-over line, and one trivial solution occurs at t=O (T=Tc )' both of 
which are discussed above. A further trivial solution appears as t~oo in 
finite field, when the argument of the scaling function, the scaling 
function itself and X(h,t~oo) become zero. A similar situation has been 
reported recently for the electric susceptibility near a ferroelectric 
transition.'s By contrast, the scaling function in spin-glasses seems to 
admit the two trivial solutions alone." Physically, this difference may 
result from a direct strengthening of the scaling field h in ferromagnets by 
the uniform applied field Ha , in contrast to the effects of the latter on 
the conjugate field (a random staggered field) of spin-glasses." 
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eq.(14) shows, although this argument indicates that (3x/3t)h > 0 as t+O+. 
The maximum in X(h,t) discussed above must accompany the behaviour outlined 
in the limits t+O+ and t+m. This general argument is confirmed by calcula­
tions of the differe~tial susceptibility X(h,t) in the specific case of the 
mean effective-field model,s as shown in figure 6. An interesting corollary 
in the behaviour of paramagnetic systems near T=O can also be found. 26 

To return to the experimental data of figure 5, a more stringent test 0 
the applicability of eqs.(1B) and (19) is carried out in figures 7 and B. 
Figure 7b shows the peak susceptibility data x(Hi,Tm) (corrected for back-

'1.=2 

~03 o t .06 .12 

Fig.6. The susceptibility X(h,t) in 
various fixed fields h 
predicted by the effective 
mean-field model for n=2; the 
dotted line represents the 
cross-over line. 

ground and demagnetising effects) from figure 5 plotted against the internal 
field+ Hi on a double-logarithmic scale. The straight line nature of th8 
resulting plot over the entire field range examined (2.5 ~ Hi ~ -1000 Oe) 
confirms the power law prediction of eq.(1B); the slope of the line drawn 
yields 

cS = 4.0 ± 0.1 

+The internal field is found from eq.(B), in which the magnetisation is 
estimated by numerical (trapezoidal rule) integration of experimental 
susceptihility data, viz: 
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close to that found in elemental ferromagnets such as Ni(0=4.2),27 but 
smaller than both that found in a number of amorphous systems using the same 
technique (0 = 4.85±0.15 in Fe.,Zr.)2. and the value of 0=4.80 predicted by 
renormalisation group methods for the isotropic 3-dimensional Heisenberg 
model. 2' Further, values of 6 estimated from conventional measurements along 
the critical isotherm and from data acquired along the cross-over line in 
Metglas 2826A yield the same value for this exponent, 30 confirming the 
experimental equivalence of the two techniques. 

Figure 8 shows the susceptibility peak temperature tm plotted against 
the internal field. Again, the double-logarithmic nature of this plot com­
bined with the resulting straight line at all but the lowest fields confirm 
the power law prediction of eq.(19); the straight line drawn corresponds to 
the cross-over exponent 

While these data are consistent with cross-over exponents in the range 
0.54-0.56 (the isotropic, 3-dimensional Heisenberg model yields Y=1.386, 
~=0.365 so (Y+~)-' = 0.571),2' we favour the lower values as these allow the 
Widom relationship, eq.(15), to be satisfied. Obviously the ordinate in this 
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10 

Pig. 8. A double logarithmic plot of the 
reduced susceptibility peak tempera­
ture t m(= (Tm- Tc)/Tc) against the 
internal field. The line drawn 
corresponds to the cross-over exponent 
(Y+S)-l=0.544. 

latter figure requires a specific choice be made for Tc' This is done by 
plotting the measured susceptibility peak temperatures Tmagainst 1Hi (a 
reasonable first approximation for eq.(19)), and extrapolating to Hi=O to ge 
a first estimate for Tc' This is subsequently adjusted by a small amount 
(1-10 mK) until a consistent set of plots - as in figures 7a and 8 - result. 
Figure 7a shows a double-log plot of the zero-field susceptibility 
(normalisen to its peak value which, in the ferromagnetic PdMn samples we 
have studied, represents some 60-80% of the calculated demag. limit N- l ) 
against the reduced temperature t. The straight line drawn through these 
data between 4x10- 2 :;; t:;; 3x10-1 yields Y=1.36 (±0.05). 

The deviations from a power law behaviour evident at low field/tempera­
ture in figures 7a and 8 are believed to arise from small residual anisotrop 
effects (even in the case of a supposedly Mn 2+ 3d s S-state configuration). 
This residual anisotropy eventually blocks the rapid increase in X(O,t) as 
t~O and its presence also leads to a regular contribution in X(h,t) which ie 
not saturated in low field (:;;10 De). The latter causes the peak temperature 
in low field to be underestimated. The presence of this anisotropy can be 
inferred indirectly from a comparison of the measured x(h,t) (figure 5) and 
the calculated response (figure 6) below the peak. The related giant moment 
system PdFe appears to be a "technically softer" system, as these effects ar 
suppressed to lower fields/temperatures 3l • 

The use of a scaling function also means that the susceptibility can bE 
written as an (even) power series in the field, as dictated by symmetry 
arguments, viz: 

L __ h_2_ + _h_" __ 

t Y t3Y+2S t 5Y+48 
(21 ) 

For reasons which will become clear in the following §ection on spin-glassel 
the leading non-linear term in this response (h2/t3Y+28) can be estimated b~ 
plotting the measured response against Hi at a number of fixed tempera­
tures,32 as shown in figure 9. The coefficient aCT) of this Hi term is 
plotted against the reduced temperature t on a double logarithmic scale in 
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figure 10. which shows_that,for t ~ 9xl0- z the dependence of aCt) predicted 
from eq.(21). aCt) a t (3Y+2S). is confirmed; the slope of this plot is 
4.5±0.6 while the value of 3Y+2S = 5.0±0.3 from the data summarised in 
figures 7 and 8 above. Nevertheless. even in a good ferromagnet. deviations 
away from this power law dependence are evident below t - 9xl0-z. The 
probable causes of this are evident from an inspection of figure 9. This 
figure shows that the field range over which the Hi term dominates the field 
dependent response shrinks markedly as t ~ O. when Hi. Hi and higher terms 
become increasingly important. In fact it appears that the dominance of the 
Hi term covers a field range comparable with the smallest biasing field used 
near t = 10- 1 • The influence of the next most dominant term in Hi can be 
seen from eq.(21) to lead to an underestimate for aCt) as is indeed observed 
experimentally. This type of experiment indicates the difficulties inherent 
in attempting to establish critical behaviour by observing particular terms 
in a power series expansion of X(h.t) and the rather restricted range of the 
critical region that they access. 

In figure 11 the entire field and temperature dependence of the field­
dependent response is summarised in a Single scaling plot. From eqs.(16). 
(17) and (18). the ratio 

xlh.tl 
X(h.tm) 

G(h/tY+Sl _ G(h/tY+S) 

G(h/tY+S) m 

(22) 

(since the denominator is a constant); equation (22) indicates that a plot of 
the normalised susce~ti bpi ties aga inst the argumen t of the scaling function. 
or its inverse t/h 11 Y+S • should yield a universal curve. the shape of which 
specifies the scaling function G for arbitrary values of its argument. 
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Having established the behaviour of a good ferromagnet the procedure 
originally outlined can be fOllowed. The Mn concentration can be increased 
from near 0.75 at.% to values of 4-4.5 at.% which, according to the phase 
diagram (figure 3b), corresponds to the bond distribution changing from one 
with n » 1 to one with n ~ 1. Qualitatively the behaviour of x(H,T) is 
substantially unaltered; the field-dependent susceptibility exhibits a peak 
above Tc ' the amplitude of which decreases while the peak temperature TID 
increases with increasing field, as before. 22 ," Between 3 and 3.5 at.~ Mn, 
however, these critical peaks begin to require a larger field to initially 
resolve them," and once resolved, they appear broader. These changes be con 
more apparent when quantitative analysiS is attempted. Tests of the power 
law dependence of the peak heights - as in figure 7b - begin to exhibit 
curvature, leading to an effective exponent 6* that decreases with increasir 
field. Initially such curvature barely exceeds the experimental uncertain­
ty,22 (so that between 1 and 2.5 at.% Mn a single effective exponent appear, 
to characterise the data), and this effective exponent decreases monotonical 
ly with increasing composition. Between 3 and 4.5 at.% Mn this curvature 
becomes quite marked," as shown in figure 12, enabling different straight 
lines to be drawn through the data at low and high field; the corresponding 
effective exponents are eLF = 4.8±0.2 (close to the 3-dimensional Heisenber! 
model prediction) while 6HF = 3±0.2 (near the mean field value). The concll 
sions drawn from these results were that while asymptotiC exponent values 
(h~O) are essentially unchanged (indeed the 6 value for the 0.75 at.% sampll 
may be underestimated), effective exponent values decrease with increasing 
field, an effect that becomes more pronounced as n~1. 
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Fig. 12 The susceptibility peak heights plotted 
against the internal field for Pd+4.5 
at.% Mn; the lines drawn to low and 
high field yield the effective exponent 
values shown. 

Figure 13(a) reproduces values of the effective exponent 6* as a func­
tion of field h for various bond distributions n generated by the effective 
mean-field model'~ (i.e. by following the field dependence of the peak ampli­
tude in the numerically generated X(h,t». While the asymptotic exponent 
value (6=3.0) does not agree with experiment (this is a mean-field model 
predicting mean-fie~exponents Y=1.0, 8=0.5, 6=3.0), the systematics dis­
played by this exponent as a function of hand n are well reproduced. Figure 
13(b) presents similar model generated data for 8* (the temperature depend­
ence of the susceptibility peak yields the cross-over exponent, but since Y­
=1.0 everywhere in this model 8* may be inferred directly). Such behaviour 
is difficult to observe in PdMn due to uncertainties associated with the 
broadening of the susceptibility peaks above about 3 at.% Mn; however, the 
systematics of this variation of 8* with t are consistent with the behaviour 
of the cross-over line· 5 in NiMn and with the variation of 8* deduced from 
the spontaneous magnetisation-in a number of crystalline and amorphous ferro­
magnets.'· 

The effective susceptibility exponent Y* also shows the influence of 
bond disorder quite dramatically - figure 14; its asymptotic value (Y* : 1.35 
for t ~ 2x10- 2) is consistent+ with Heisenberg model predictions,29 but at 
higher temperatures it displays a hump characteristic of many disordered 
systems.'· The latter cannot be explained by the effective mean-field model 
(in which Y=1.0 everywhere), but it can be accounted for by a correlated 
molecular field theory.'? 

In summary, for the ferromagnetic alloys, the presence of bond disorder 

+The fall in Y* to yet lower values as t+O is a direct consequence of the 
failure of X(O,t) to increase without limit as a result of reSidual aniso­
tropy effects. This behaviour is particularly visible in samples wit~ 
small demag. factor and is not, we believe, evidence of cross-over to other 
exponent/model values. 
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Fig. 13. Model generated effective exponent values as a function of field/ 
temperature for various values of the ratio n; (a) 6* from the 
susceptibility peak amplitude along the cross-over line and (b) ~* 

deduced from the cross-over exponent. 

does not appear to effect the asymptotic exponent values, although the region 
of applicability of the scaling law with asymptotic exponent values shrinks 
progressively in the (h,t) plane as the bond disorder increases and n~l. Tne 
effective mean-field model reproduces the systematics of this variation quite 
well. Such variations are not confined to the ac differe~tial susceptibility 
alone, but are also predicted to appear in conventional Arrott-type scaling 
plots. 3s 
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By contrast the behaviour of X(H,T) in the spin-glass phase of this 
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Fig. 14. Tne effective susceptibility exponent 
plotted against reduced temperature 
for the 3.5 at.% Mn sample. 



system (c ~ 5 at.% Mn) is quite different. As figure 15 shows the field 
dependent response now exhibits but a single peak, with both the amplitude 
and temperature of this maximum+ decreasing with increasing field. Despite 
the contrast in behaviour with the ferromagnetic regime, experimental pragma­
tism again leads one to plot the (normalised) peak heights against the 
(reduced) field (h = g~BHa/kBTsg) in analogy with the procedure adopted in 
figure 7b. Clearly no power law relationship exists here (figure 16); in 
fact this figure demonstrates that initially the peak susceptibility x(h,Tp ) 
is independent of field, a trivial, non-critical result in complete contrast 
with the rapid (initial) field dependence exhibited by a ferromagnet at Tc or 

11.0 

10.0 

~ 
~ 9.0 

~ 
c 
'0 

~ 8.0 

2.2 

Tsg= 2.84(0) K I 5.0 at.%Mn 

2.6 3.0 3.4 
T{K) 

Fig. 15. The field dependent susceptibility 
plotted against temperature for the 5 
at.% Mn sample in various static 
biasing fields (marked in De). 

along the cross-over line. The solid lines in this figure represent the 
results of the predictions of the effective mean-field model using the n 
values shown. These best fit n values (being less than unity) are consistent 
with the phase diagram - figure 3b. in particular the appearance of a spin­
glass phase at c ~ 5 at. % Mn. Furthermore. these n values decrease with 
increasing concentration beyond 5 at.%, as expected.'9 

The success of this model in fitting the peak variation shown in figure 
16 prompted a detailed study of its predictions for the susceptibility; 
asymptotic expansions of the coupled equations yield 40 : 

+The maximum in the zero-field susceptibility decreases dramatically with 
increasing composition between 3 and 5 at.% Mn. from 45% of the calculated 
demagnetlsqtion limit. to 4%. 
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X(h,t) = S i§..!ll [(t+l-n)-! - h2 {t +~} (t+l) f(S) + O(h')J (23) 
3 t (t+2) (t+l-n)' t 3 

in whiC~ t = 1!-TSgI/T:;;, 3kBTsg.=.S(S+1)Jand f(S) = (2S 2 +2S+1)/120. This 
result 1S conslstent Wl~h the crlt1cal component in the non-linear suscepti­
bility XNL(h,t) in the spin-glass phase being expressed in the form of a 
sCrtling function'! 

XNL(h,t) = x(O,t) - t 8 'F(_h_2_) '" X(O,t) - L + h4 (24) 
t Y'+13' t Y' t 2Y '+13' 

although eq.(23) yields mean-field values for the exponents (primes are used 
to distinguish spin-glass from ferromagnetic exponents), Y'=l. 13'=1, 6'=2 
which are not expected to be correct (h 2 is the conjugate field). Furthe;-

. 5 at. % 

0.1 
• 5.5 at.% 

h 

Fig. 16. Double logarithmic plots of the 
normalised peak susceptibility 
against the reduced field h 
(g~BHa/kBTsg) for two samples. 
The solid curves represent model 
calculations using the n values 
shown. 

more, while X(O,t) is not singular, it varies as (T-e)-!, 8"Jo < Tsg. the 
field dependent susceptibility does contain a divergent contribution (viz. 
the spin-glass order parameter q couples to the non-linear response). 
Specifically eq. (24) predicts (i) that X(h,t) should be dominated initially 
by an H2 contribution the amplitude of which increases as t~O (T~Ts ); and 
(ii) at a given reduced temperature t the influence of the bond dis~ribution 
is reflected in the (t+l-n)-4 term which indicates a progressively larger H2 
amplitude as n increases towards unity. Detailed numerical solutions of the 
coupled eqs.(6) and (7) confirm the above, and also indicate'2 that the rangE 
of dominance of XNL by the H2 term decreases as T7Tsg when H4, H6 and higher 
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order terms of alternating sign play an increasingly important role. 
Experimental measurements" on PdMn spin-glasses confirm the systematics of 
these model predictions. Figure-17 demonstrates the presence of an H2 term 
in X(H,T) the amplitude aCt) of which increases while the range of dominance 
decreases as T approaches TSg=2.84(0)K (from figure 15). Figure 18 confirms 
the influence of the bond' distribution - via n, although this dependence 
appears to be stronger than the model result. Figure 19 summarises the 
measured temperature dependence of the H2 coefficient aCt) in two samples 
with different bond distributions. The dramatic increase in this coefficient 
as Tsg is approached is clearly evident from this figure, as is the depend­
ence on the ratio n (at any reduced temperature this coefficient is smaller 
in the 5.5 at.% sample (n=0.92) than in the 5 at.% specimen (n=0.97». 

1-6 Sae/.Mn: Tsg = 2.84 K 

~ 8.8 
0 

E 8,5 ." 3.06K :t 
E 

,.,OJ 

's! 8.0 
)< 

9.2 
2.87K 

9.0 

0 H2(Oe2) 40 

Fig. 17. The susceptibility 
plotted against the 
square of the field at 
three temperatures above 
Tsg 

t =0.1 

5at.%Mn 
rt=0.97 

7.9 :-''-':;----::,----'-----,---.J 
o H2(Oe2) 200 

2.6 

2.3 

Fig. 18. A plot of the suscep­
tibility against the 
square of the field 
at the same reduced 
temperature in two 
samples. 

Figure 19 displays data acquired both above and below Tsg ' indeed these 
data indicate that this coefficient exhibits an essentially symmetric 
behaviour about TSg' This symmetry would again be in agreement with the 
predictions of the effective mean-field model· 2 which, due to its avoidance 
of the replica trick, does not suffer from the instabilities 2 ," associated 
with replica symmetry breaking below TsS' From an experimental point of view 
however, the use of an ac technique to lnvestigate the magnetic response 
below Ts raises several questions resulting from the well documented time 
dependen~ effects (viz. irreverslbilities, cooling rate dependences and wait­
ing time effects) that occur in this regime.· s While it is currently unclear 
whether these latter effects should be considered part of the spectrum of 
critical fluctuations (the contribution from coherent rotation and/or domain 
wall motion in ferromagnets - often the principal source of hyseresis below 
Tc in them - certainly should not), the effects of critical slowing down near 
TSg are well established. The relaxation time T associated with the latter 
exfiibits a form similar to that appropriate for a second order transition, 
viz: 
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(25 ) 

although the value for the dynamical exponent Zv (~10) is very large in spin· 
glasses. '6 The influence of such slowing down becomes quite apparent when 
the ac data of figure 19 are replotted on a double logarithmic scale - figur, 
20. A power law dependence is observed only for t~10-1, with quite severe 
flattening being evident in these plots at lower reduced temperature (i.e. a: 
T~Tsg from above and below). There is a superficial similarity between 
figure 20 and the corresponding plot in the ferromagnetic regime (figure 10) 
and while the source of the "rounding" discussed there - increasingly impor­
tant H', H6 and higher order contributions - may also be playing some role 
here, critical slowing down is believed to be the primary source of the 

13 2 

.... '" S.D . 
o 
E " 
'" ~ 
E .. 

'" t~ 

" .. ,/"-..... . .... .... 0 

3 T(Kl 4 

Fig. 19. The variation of the co­
efficient of the H2 -term 
with temperature in the 
5 and 5.5 at.% Mn 
samples. 
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Fig. 20. The data of fig. 19 
replotted on a double 
logarithmic scale 
against the reduced 
temperature for the 5 
at.% Mn specimen. 

flattening evident in spin-glasses . Nevertheless, the width of the accessi­
ble critical region for the leading non-linear coefficient appears comparabl, 
in ferromagnets and spin-glasses (figures 10 and 20). Unfortunately the 
expon~nt values deduced,from the straight line portions of such plots (yield· 
ing Y+ = 3.2±0 . 35 and Y_ = 3 .2±O.6 in the 5 at.% Mn sample) are subject to 
far greater uncertainty in the spin-glass regime. The principal source of 
this uncertainty is evident in eq.(23). The presence of a substantial 
regular contribution (i.e. a non-divergent contribution) in the non-linear 
response, which lead to an expression for aCt) of the form:'o 

aCt) 0: 1 get) 
t 

get) = (l+t)(t 2 +2t+3)/(t+2)(t+l-n)' (26 ) 

Here get) represents a non-universal correction to scaling; while get) ~ 
3[2(1-n)"] (a constant) as t~O, so that the asymptotic exponent value (Y'=1 
in this model) is unaffected as expected, away from t=O this correction term 
modifies the temperature dependence of aCt). This leads to an apparent 
increase in the exponent . Such corrections are much weaker in the analogous 
ferromagnetic case, as can be seen from figure 10 and its associated discuss 
ion, in agreement with model predictions as get) in the ferromagne tic regime 
is given by:" 0 
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(27) 

The suggested influence of corrections to scaling in the spin-glass regime is 
confirmed by a number of quasi static magnetlsation studies and very low 
frequency (~10-3 Hz) ac susceptibility measurements. In Pd+6 at.% Mn these 
yield 4 ? smaller exponent values (Y' ; 2.0±0.2, S' ; O.9±O.15, 6' : 3) at 
lower reduced temperatures (2xl0- 3 ~ t < 10-1). These lower exponent values, 
while agreeing with corresponding estimates for the case 4S of Mn in Ag (from 
which evidence supporting a symmetric transition was also obtained), are 
nevertheless dependent on the choice 46 ,4' of the critical temperature Tsg' 

Despite the constraints noted above on the use of the ac susceptibility 
to probe the magnetic response of spin-glasses such as PdMn, it is clear that 

300r----rr-------------~------_, 

~=1.1 

h;O 

150 

Pig. 21. The field and temperature dependent 
susceptibility calculated from the 
effective mean-field model in the 
re-entrant regime. 

this technique can still reveal a clear anomaly in the non-linear susceptibi­
lity close to Tsg (uncertainties in exponent values notwithstanding), an 
anomaly that is observable as Tsg is approached from both above and below. 
It is this latter feature which IS particularly useful in the investigation 
of systems exhibiting supposedly re-entrant behaviour, as discussed below. 

Inspection of the PdMn phase diagram - figure 3b - suggests that on 
cooling samples containing between 2.5 and 5 at.% Mn, the system should first 
exhibit a paramagnetic to ferromagnetic transition, and on further cooling a 
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second transition to a spin-glass state*. This sequence of transitions is 
predicted by both the effective mean-field and the SK model. In the latter 
however the ferromagnet-spin-glass boundary occurs at a temperature below thE 
de Almeida-Thouless (AT) line,5l so that the replica-symmetric solution of 
the SK model (eqs.(6) and (7) with S=~), being unstable, should be replaced 
by the Parisi solution 52 with an order function in place of the order para­
meter q. Here a modified ferromagnetic or "mixed" phase evolves instead of 
the spin-glass phase. In vector models this mixed phase appears below the 
Gabay-Toulouse (GT) lines, and is characterized by the coexistence of ferro­
magnetic ordering amongst the longitudinal spin components and transverse 
spin-glass ordering. The theoretical appeal of models with a spontaneously 
broken symmetry has resulted in some attempts 5' to justify qualitatively the 
use of the replica symmetric solution - due to its equivalence with the 
coupled equations of the effective mean-field model (at least for S=~) -
below Tsg in the presence of a field, at least for systems with anisotropy 
(for example,55 , 56 a Dzyaloshinski-Moriya type interaction). Irrespective of 
whether this justification is finally judged acceptable, comparison between 
experiment and theory is always appropriate. 

One of the characteristic features displayed by the field dependent 
susceptibility X(H,T) in the supposedly re-entrant or mixed regime of systemo 
like PdMn, is the appearance of a double peaked structure." These peaks 
exhibit the individual features of the separate transitions discussed above, 
viz. while both peaks are suppressed in amplitude, the upper peak moves 
upwards and the lower peak moves downwards in temperature as the applied 
field increases. Current broken symmetry models are incapable of reproducin! 
this structure whereas the effective mean-field model does 57 - figure 21. 
This latter model also suggests that conventional ferromagnetic scaling 
should occur as Tc is approached from above while the non-linear response 
should scale in the manner summarised by eq.(24) as Tsg is approached from 
below. (In particular, the coefficient aCt) should diverge,58 although the 
associated exponent is expected to be different from the model predicted 
value of y~ = 4.0 obtained from figure 22. This last exponent value is 
obtained from numerically generated data, unlike those values quoted after 
eq.(24) which were obtained from asymptotic expansions of the coupled equa­
tions. This procedure cannot be used near the re-entrant boundary since q ii 
not small there S8 ). The effective mean-field model also suggests the 
presence of an anomaly in the non-linear response as the re-entrant boundary 
is approached from the high temperature side. Here the presence of a 
symmetry breaking internal field (associated with a spontaneous magnetisatior 
that vanishes at the re-entrant boundary in Ising models 8 58) leads to an 
initial linear dependence of X(H,T) on field. The coefficient of this lineal 
term behaves-is (T-Tsg )-5/ 2 for T>Tsg . Not only is such a dependence 
believed to be inconslstent with Heisenberg model predictions, due to the 
differences outlined above, but in real systems the presence of ferromagneti( 
domain structure above TSg complicates any analysis of data acquired between 
Tc and Tsg· 

Experimentally, both the phase diagram and the qualitative behaviour" 
of X(H,T) in samples containing 4 and 4.5 at.% Mn are consistent with re­
entrant behaviour. A detailed comparison, however, between experiment and 

*Note that the paramagnetic-spin-glass boundary extrapolates to Tsg=O near 
2.5 at.% Mn. The fcc structure has 42 sites in the shell containlng first, 
second and third near neighbours, so that there is a 100% probabililty of 
finding two Mn atoms in this shell at 2.38 at.%. With antiferromagnetic 
Mn-Mn coupling out to third neighbour distances,5o the composition at which 
a spin-glass ground state first emerges appears to coincide remarkably well 
with occurrence of an antiferromagnetic component (and hence a competition) 
in the total exchange coupling. 
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model prediction does not support such a conclusion. An investigation of the 
lower peak position as a function of field,59 reproduced in figure 23 in the 
case of the 4.5 at.% Mn sample, shows that it is inconsistent with the loca­
tion of the second transition line shown in figure 3b. More convincingly 
measurements of the non-linear response in the 4 at.% sample reveal that it 
decreases monotonically with decreasing temperature below Tc with no indica­
tion of any anomaly in the vicinity of the supposedly re-entrant boundary, as 
indicated in figure 24. The lower peak in these intermediate concentration 
PdMn samples actually appears to eminate from the principal (Hopkinson) maxi­
mum in x(O,T), and while no specific anisotropy mechanisms has been identi­
fied as the source of this maximum, no clear link between it and those inter­
actions presumably responsible for the re-entrant phase boundary exists. 

Fig. 22. A double logarithmic plot of the 
model generated coefficient of the h 2 

term against reduced temperature as 
TSg is approached from below in the 
re-entrant regime. 

The above behaviour is substantially different from that found 60 in 
(Pd+O.35 at.% Fe) + 5 at.% Mn. A two-peaked structure is again evident in 
X(H,T), but here the lower one emerges near 4K well below the Hopkinson maxi­
mum at 9.2K and the peaks associated with the ferromagnetic cross-over line 
which first appear some O.2K higher. Comparisons of the peak amplitudes in 
various fixed fields confirm the model results shown in figure 21, the lower 
peak being stronger. A complete analysis of the response along the cross­
over line can be carried out; this yields a unique value for o;4.1±O.1 over 
the entire field range examined (3~Hi<1 kOe) with no hint of curvature in the 
associated power-law plot as might be expected near ni1 in this re-entrant 
regime. The finite width of the bond distribution does show up in both the 
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plotted against 
the applied 
field for the 
4.5 at.% Mn 
sample. 

10 100 

0.5 

'2. Temperature(K) 4 

Fig. 24. The coefficient of the H2 term 
(estimated from a two field 
measurement) plotted against 
temperature for the 4 at.% Mn 
specimen. 

Fig. 26. The behaviour of the cross­
over line in Pd(Fe,Mn). 
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temperature dependence of the effective susceptibility exponent Y* (figure 
25) and the cross-over line (figure 26). The asymptotic behaviour of the 
former is consistent with 3-d Heisenberg model values as does the line drawn 
in the latter at lower fields which corresponds to (y+~)-1=0.57. These, and 
other tests involving the temperature dependence of the H2 coefficient and 
the scaling of the entire field-dependent susceptibility, confirm the 
character of this upper transition. 

The behaviour of the non-linear response - in particular of the H2 term 
aCT) - in the vicinity of the supposedly re-entrant boundary is established 
in a manner similar to that shown in figures 9 and 17. The results"O are 
similar to those shown in these figures, the magnitude of aCT) increases 
while its range of dominance of X(H,T) decreases as the re-entrant boundary 
is approached from below, in qualitative agreement with model results*. 
Figure 27 indicates the temperature dependence of the coefficient aCT) over 
the temperature range examined, and reveals a sharp maximum in this coeffi­
cient at 4.07K. A double logarithmic plot of these data acquired below Tsg 
against the reduced temperature t = IT-Ts I/Ts ' based on the choice of 
TSg = 4.07K (from figure 27) is reproduce~ in ~igure 28. Comparisons between 
these data and those shown below Tsg in figures 19 and 20 for the direct 
paramagnetic-spin-glass transition In Pd+5 at.% Mn indicate that the increase 
in aCt) as t~O_ is much weaker i? this supposedly re-entrant system. 
Further, the exponent value of y_ = 3.6 (±0.6) deduced from the line drawn 1n 
figure 28, while being fairly close to model values, should be regarded with 
even more reservation that those estimated from figure 20; it is obtained 
from a very limited temperature range and at large reduced temperature values 
where corrections to scaling are expected to be considerable. 

There are, of course, many objections to this type of analysis in 
supposedly re-entrant systems. In real (3-dimensional) spin systems the 
nature of the coupling between the measured, longitudinal response and the 
conjectured spin-glass freezing of the transverse components of the spins is 
not clear. s1 For Pd(Fe,Mn) in particular, (i) no additional experimental 
data accurately determining/confirming Tsg currently eXist; (ii) the measured 
anomaly in aCt) is clearly not divergent, and is thus much weaker the Ising 
model predictions; in fact (iii) this anomaly is weaker than that measured 
near the direct para-spin-glass transition in PdMn. Points (ii) and (iii) 
may indicate that the critical dynamics are even more constrained near the 
re-entrant boundary. Some of these uncertainties have been removed, at least 
in part, by very recent measurements'· of X(H,T) in amorphous FeZr. Here the 
low temperature anomaly in aCT) has been shown to correspond with the onset 
of transverse spin freezing deduced from in-field M5ssbauer studies."' The 
temperature dependence of aCT) remains comparably "sloppy" to that in 
Pd(Fe,Mn) so that the critical nature of the transverse freezing still needs 
to be established. Further measurements of the ac susceptibility (probably 
at ultra low frequencies ~1 Hz) on a range of systems are clearly needed. In 
addition to studies on potentially re-entrant systems the behaviour of com­
pounds such as CeFe 2 should also be investigated. The zero-field suscepti­
bilities of this compound s3 and its pseudobinaries Ce(Fe1_xCoX)2 and 
Ce(Fe1_xRux)' are similar to that of supposedly re-entrant alloys, although 

*In this system the leading non-linear contribution to X(H,T) above T is 
also quadratic in H. This contradicts the model result, possibly be~~use 
the spontaneous magnetisation existing above Tsg is obscured by domain 
structure which might lead to a strong suppress ron of the predicted linear 
term. 
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here neutron scattering measurements"4 have been interpreted as indicating 
that a lower temperature transition to a canted spin arrangement occurs in 
the Co and Ru doped systems only. The behaviour of aCT) near this lower 
transition appears important to establish, and a comparison of the behaviour 
of aCT) in doped samples (which do exhibit a canting transition) and "pure" 
CeFe 2 all of which display similar zero-field behaviour would be interesting 
(if only in a negative sense"5). 

In summary, despite the numerous associated problems, measurements of 
the field-dependent ac susceptibility have been, and will continue to be, a 
powerful and useful probe of the various ground states that occur in magneti< 
systems. 
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INTRODUCTION 

Soon after their discovery of high T c superconductivity in oxides, K.A. Muller et all 
pointed out some similarities bt:tween the magnetization of (Lal-xBaxhCu04 and spin 
glasses. In particular, an irreversible and time-dependent component of the magnetization is 
observed below the so-called "irreversibility line" : 

rrC-T)3/2 
Hirr(T) DC ~ Tc ' 

reminiscent of2 the irreversibility below the de Almeida-Thouless (AT) line in spin glasses.3.4 
These similarities between high T c superconductors and spin glasses exist also for various 
magnetic systems, classical superconductors, assemblies of Josephson junctions, etc ... 
Their physical origins are very different, but a better knowledge of one of these systems5 can 
help one to study and understand the properties of new systems. Also, when the size of the 
system becomes of the order of the magnetic or superconducting correlation lengths, ~, one 
expects strong changes in the properties from 3d to 2d behaviour. After a short review of the 
main properties of spin glasses and related systems, I'll underline similar and different 
behaviors observed in high T c superconductors. 

SPIN GLASSES 

Spin-glass properties are observed in many magnetic materials, in which, instead of 
participating in a long range magnetic order, the spins can be considered as frozen in the ran­
dom direction of the local magnetic field they experience. This spin-glass state is due to the 
oscillating character of the long-range RKKY interaction in dilute alloys <CY.Mn, AgMn, 
AuFe, ... ), or to the frustration introduced either by the dilution with non-magnetic ions or by 
the disorder (between spins anellor interactions) in concentrated systems with short range in­
teractions (EuxSfI-xS, EuxGdl-xS, ... ). Qualitatively, spin-glass like properties are observed 
in a large variety of magnetic materials which may be summarized as : 

1,,) A cusp in the thermal dependence of the susceptibility measured in a small alternating 
field (a.c. susceptibility) of pulsation or angular frequency co. At high temperature this 
susceptibility obeys a simple Curie or Curie-Weiss law.6 

2") A difference between the magnetization measured during cooling in a small continuous 
(d.c.) field (it is the field cooled magnetization, f.c.), and the magnetization measured for 
increasing temperatures, after applying the field at low temperature (or zero field cooled 
magnetization, z.f.c.). This difference Mf.c - Mz.fc. is time-dependent and corresponds to 
a hysteresis, or remanent magnetization, effectJ-iu 
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Only a more careful study of these properties allows one to detennine which systems 
are simple superpararnagnets and which are spin glasses. 

1. Superparama!:nets 

In an assembly of superparamagnetic particles, non interacting or weakly interacting, 
the magnetic moments can relax between equilibrium positions with a relaxation time 't = 
'to exp(W/kT) where 'to - 10-13 sand W is a potential barrierll- l2. 't increases abruptly when 
the temperature decreases. lO In an experiment with characteristic measuring time t, an 
anomaly will occur when 't becomes larger than t. For t = Is this will occur at a blocking 
temperature, Tb, such that W/kTb = In(l/'to) =13 In 10 - 30 11-12. In the case of a distribution 
of relaxation times, anomalies in the a.c. susceptibility at T g (for instance the maximum of Xae 
or a 5 % deviation from the high temperature Curie-Weiss law) are associated with the 
maximum or with some average of the largest relaxation times of the distribution. The same 

Fig. 1 : 

x: T 

Field cooled (f.c.) and zero field cooled (z.f.c.) d.c. susceptibility defined as 
(M/H)H~O for: a) superparamagnetic particles, b) spin glass such as .QlMn and 
compared with the a.c. susceptibility. The irreversibility and frequency dependence 
of Xa.e ( real part:X', imaginary part:x" ) extend well above the temperature of Xmax. 
in the case of a superparamagnet. 

Arrhenius law is observed to describe the time dependence,T g (t), of these anomalies in Xac . 

t = 'to exp(W /kT g), 

In the case of interacting particles another parameter is needed, and the Vogel-Fulcher law: 

t = 'to exp(W/k(T g -To», 

with 0 < To < Tg, has been found successfull in many cases13,15. In superparamagnets To is 
small compared to T g which corresponds to large (Arrhenius like) frequency dependences of 
Xac and T g. These large variations of Xac andT g with frequency correspond to large (T g -
To)rr g values (> 0.5) which can be taken as a criterion to classify various freezing magnetIc 
systems. Moreover, time dependent effects are still observed above T g. 

On the contrary, in good spin-glasses,To is close to T & and small variations of Xac 
and !g with frequency are associated with small (T g-To)/T g values (typically : 
~T g/T g~loglOv _ ~XaclXac~loglOv _ (T g-To)/T g < 0.2 for audio frequencies v)15,16. 
Moreover time effects are only observed around and below T g. 
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Finally the magnetization of superparamagnets, which can be developed as a function 
of Hff, M = al(Hff) + a3(Hff)3 + as(Hff)S ... , has regular field and temperature depen­
dences. In particular no divergence of any non linear term ( b3, b5, ... ) is observed if a 
comparison with the effective temperature dependence of the first term loR is made in the 
series expansion 13 : 

On the contrary, in good spin-glasses, the non linear terms diverge at the transition 
temperature with critical exponents characteristic of the transition. 

At low temperature, logarithmic time-dependent effects are observed on the thermo­
remanent magnetization (TRM) obtained after field cooling, and the isothermal remanent 
magnetization (IRM) obtained after zero field cooling. In superparamagnets these effects are 
associated with a large distribution P(W) of activation barriers: W = kTb In('t/'to) between 
two level systems These potential barriers can be overcome by thermal activation or after a 
corresponding waiting time. This results in similar effects for a temperature change (.1.T) or a 
Int change (.1.lnt) with a possible superposition of the magnetization curves as a function of 
the composite variable: kT In t 2,9,g. 

P(w) 
6T or 6lnt 

Rev. 
'II 

kT Lnth. Wroox 

Fig. 2: Exemple of a two level system. Activation above the potential barrier,W , can be 
obtained by a temperature change .1.T, a waiting time .1.1nt, or ... a magnetic field. 
The reversible magnetization is due to the low energy side of the P(W) distribution 
of potential barrier. 

With such a large distribution, at a temperature T, and with a measuring time t, all 
magnetic entities having Tb > T and 't > t can contribute to the low temperature hysteresis. 
In particular the saturated remanent magnetization is due to all the particles situated on the 
right of kT In(t/'to). The temperature dependence of the saturated remanent magnetization is 
found to decrease exponentially with temperature M - Mo exp(-T/T~) with T~ - T g/3, 
which depends not only on P(W) but also on the value of the magnetic moments having 
activation barriers W. The low field TRM is observed to decrease linearly with T. 

A more complete description of the field dependence of the magnetization can be 
obtained if, the effect of a magnetic field H on this distribution of potential barriers is 
considered14. For instance in figure 3, after zero field cooling, all the particles on the left of 
kT Int/'to give a reversible contribution to the magnetization, proportional to the field R and 
increasing with kT lnt/'to, like the reversible susceptibility. A fraction, HlHmax (where Hmax 
allows to return entities of potential barrier Wmax ) of the entities on the right of kT Int/'to 
gives an irreversible contribution to the magnetization proportional to H2, before becoming 
proportional to H in fields larger than Hmax. In particular the shape of the low field hysteresis 
curve, the general field defendence of M(H), IRM(H) and TRM(H) can be predicted using 
such Preisach's diagrams 1 • 
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2. Spin Glasses 

In these systems the a.c. susceptibility cusp is sharper, its frequency dependence 
smaller, and all irreversibility effects disappear just above Tg.The frequency dependence of 
Xae below the cusp temperature T g can be characterized by the quantity (lff g)dT g/dloglO(t) 
which is constant and of the order of a few thousandths for CuMn. Experimentally the 
frequency dependence of the cusp of the a.c. susceptibility can be described either by a 
Vogel-Fulcher law 15 : 

t =to exp[W/k(T-To)], 

where to- lO-13s and 0 «T(}S Tg, or by a power law where To<Te<Tg and zv _ 7-10 16: 

t = to[T/(T-Te)]Zv. 

These laws are very difficult to distinguish experimentally, since about the same quali· 
ty of fits is obtained, and one can be developed as an expansion of the other. One can notice 
that To (of the VF law) is smaller than Te (power law) which itself corresponds better to the 

Fig. 3 : 

kT In t/-r_ wmax 

The field effect on the activation of two-level systems can describe the complex field 
dependence of M, using Preisach like diagrams14. The magnetization contains a 
reversible term proportional to H, and an irreversible one, proportional to JI2 for H 
< Hmax, then proportional to H. 

anomaly observed in field cooled magnetization curves. This would be in favor of the power 
lawI6. Moreover, a small To (compared to Tg) corresponds to a large value zv (> 10), 
while, for To close to T g, zv tends to a value of 7 or 8. This gradual change in the frequency 
dependence of T g from system to system explains the difficulty in characterizing the spin­
glass transition. 

A transition is usually characterized by a correlation length ~ which diverges when the 
transition temperature, Te, is approached from above: ~ = ~o(1-TcfT)-v. The relaxation time 
associated to "entities" of size ~ depends on the model. In the critical slowing down model, 
W /kT is proportional to ln~ and 17 ,32 t - to( 1-T cfT)-zv. Assuming that W is a power of ~ a 
variation t - to exp(B/(T-To)<J is expected. IS Other frequency dependences are expected, 
which always are similar to a VF or a power law (the VF law corresponding in fact to the first 
terms of a series expansion of the power law). The variety of values of critical exponents ZV 
between 7 and 00 remains one problem of spin-glasses. No transition (i.e. Te = 0) is 
expected theoretically for Heisenberg spin glasses,Ig and zV - 7 is obtained numerically for 
3d Ising spin glasses 20. Experimentally, Heisenberg like systems seem to exhibit the 
transition (zv - 7 ) expected for Ising spin glasses. 
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Another aspect of the spin-glass transition has been pointed out by M. Suzuki.21 It 
focuses on the divergence of non-linear terms in the low field magnetization: M = al(H!f) + 
a3(Hff)3 + as(Hff)5 + .... In a ferromagnet the first term diverges at Te. In spin glasses the 
first term is regular, only higher order terms diverge giving critical exponents yand J3 : 

a3 = a~(l - Tcff)'Y 

and as = a;(l- Tcff)-2y-~. 

In spin glasses, such a divergence of a3(T) and as(T) at Te was initially observed in the non­
linear a.c. susceptibility by Miyako et aI.2'1, then in the magnetization of several systems with 
small frequency dependence ofTr. On the contrary, it is not observed for systems for which 
Te - 0 (and if one takes care to compare the non-linear terms to the effective temperature 
dependence of the linear one) 12. 

Experimental values y"" 3 and 13 = 1 are usually found28 for the critical exponents 
of Heisenberg spin glasses, while smaller yvalues (1-2)23, characteristic of an Ising 
behavior, have been found in small fields ( i.e. H< 1000 Oe ) and closer to Te23. Two 
opposite interpretations have been given: i, Heisenberg spin glasses present a transition and y 
can be underestimated in low field experiments if Te is overestimated28, ii, the existence of 
any weak anisotropy energy gives a Ising character to the low field transition of an 
Heisenberg spin-glass23 . Another exponent, 0, gives the field dependence of the 
magnetization at T e : 

M oc H2/1> at Te. 

Large magnetic fields destroy the frozen spin-glass state, up to a paramagnetic state. 
The effect of a field allows one to define critical lines, the de Almeida-Thouless and the 
Gabay-Toulouse lines, with characteristic temperature dependences: 

HA.T. "" (1 - Trre)3/2, 

HG.T. "" (1 - Trrc>1I2 

The de Almeida-Thouless line separates the spin-glass state of an Ising spin-glass 
from its paramagnetic state. In Heisenberg spin glasses, the Gabay-Toulouse line separates 
the paramagnetic state (high field, high temperatures) from the freezing of transverse degrees 
of freedom, the total freezing arriving only below the A-T line. Although the de Almeida­
Thouless line is usually identified experimentally from the onset of magnetic irreversibility, 
the existence of the G.T. line is more controversial. A cross-over line [(T-Tc>rrcJ oc H27<1> 
marks, at high temperature, the departure of the paramagnetic state from a Curie or Curie­
Weiss law.2'f,25 

Irreversibility lines ( with A.T. like thermal dependence), are also found at the onset 
of irreversibility, in other systems, like superparamagnetic particles, high Te superconduc­
tors, '" However, since the irreversibility is time dependent, the irreversibility lines are also 
time dependent. Then, only accurate measurements of this time dependence (for instance 
from a.c. susceptibility measurements) allow one to demonstrate that some characteristic 
relaxation time 't diverges for a non zero temperature (in a magnetic field) when the measuring 
frequency Ol tends to zero. Therefore, only in the case where the irreversibility line still exists 
for Ol = 0, can it be identified with the A.T. transition line.26.27 Obviously, there is no 
transition line if, already in null field, T e(h=O,Ol=O) "" O. 

The low temperature irreversibility of spin glasses gives a saturated remanent magne­
tization which decreases exponentially with temperature7,8;9,10,28 for a given measuring time. 

Mrs = Mro exp(-Trr~). 

The magnetization is a universal function of the Tln(tlto) variable28, therefore at low 
temperature one expects to have: 
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Fig. 4: 
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Magnetic irreversibility 

In a superparamagnet In a spin glass 

T T 
o o 

Irreversibility and cross-over lines 

H H 

Saturated remanent magnetization 

Ln Mrs 

? T T 

Tc 

Comparison of the irreversibility observed in a superparamagnet (Fe particles in 
A1Z03)13 or CuMn. Critical lines (AT, GT lines) and exponents are predicted for 
the spin-glass transition. The magnetic behavior of a superparamagnet (Tc=O) 
exhibits some similarities with that of a spin-glass. 



and 

which corresponds to the time dependence observed experimentally. 

This time dependence is often approximated ( for limited times of measurement and 
accuracy) by a logarithmic law : 

Mrs = Mrso(1-lnt), 

Close to Tc a stretched exponential29-31 : 

Mrs - Mrso exp[-(t/t)Pm], 

or a power law for the time dependence: 

Mrs - Mrso(tlto)a(Trr g} , 

are observed as well as an effect of the waiting time (before a change in field is made to look 
at time effects). 

Both these temperature and time dependences of the remanent magnetization indicate 
that it results from a large distribution, P(W), extending down T = O. However the low 
temperature irreversibility of spin glasses cannot simply be described as an assembly of two­
level systems as for superparamagnets, for which the ground state would always be the 
same. On the contrary, the different possibilities for each spin to freeze in different positions 
creates other possibilities for further freezing of other spins when the te!DPerature is lowered. 
This reasoning led to the ideas of the growing of an infinite cluster32 or of a hierarchical 
model33 which give an infinity of possible ground states, coming from the high temperature 
side. 

T 

Fig. 5: Hierarchical model, with multiple possibilities of reaching ground states from high 
temperature. 

In this case it is possible to justify a gaussian distribution33,34 of Int, which Castaing 
and Souletie35 have found to be a consequence of the Kadanoffs renormalisation applied to 
spin-glasses. There are several ways to determine the distribution P(lnt). The Cole-Cole 
diagrams close to Tc (X" is plotted versus x' for various frequencies) allow one to reach the 
distribution of relaxation times.36,37 Lundgren et al.38 have shown that x' decreasing linearly 
with In(ro) also means that there exists a large distribution g(lnt) with a correlation X"(ro) = 
-(1t/2)[dt(roT)/dlnro] well verified experimentally and Tt' oc g(1nt). Also from the time 
dependence of the magnetization S = dMJdlnt one can get P(W) - srr which is found to be 
constant at low temperature. All these techniques are perturbative since the applied field is 
changed, and only noise experiments allow one to reach the distribution of relaxation times 
without changing the system.23 
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3. Surmmuy 

Some of the properties associated with the spin-glass transition (for instance the A. T. 
line), appear to be much more general, since a similar behavior is observed in other magnetic 
or non-magnetic systems.l-3,l3""It is the case in particular of: 

1") The t3{2 behavior of the Hirr(T) irreversibility line in low field. . 
2") The exponential behavior of the saturated remanent magnetization at low temperature: 

Mr$ - Mr exp(-Trro) with To - Te/3. 
3") Umversathws to represent irreversible properties as a function of Tlnt/'t which come 

from 4°). 
4") A large distribution for the logarithm of the relaxation time In't. The exact form of which 

depends on the model, and can, for instance, be checked through noise experiments23 

The study of dilute alloys CuMn, AgMn with RKKY interactions ... or of some more 
concentrated systems with short-range interactions (EuxSrt-xS, EUO.5Gdo.5S, Mn alumino­
silicates '" has given arguments in favor of the 3D spin-glass transition. Many other classes 
of systems (random anisotropy systems like DyNi39, random field systems, Ising or XY 
alloys, dilute antiferromagnets ... ) have been studied which qualitatively present similar 
properties but have "critical exponents" intermediate between those of canonical spin glasses 
(CuMn, AgMn, ... ) and superparamagnets. 

A.c. susceptibility measurements have been a powerful tool to characterize the spin­
glass transition, starting from the cusp which was the first indication of some kind of transi­
tion. The divergence of non-linear terms of the magnetization was first shown from a study 
of the harmonics in the a.c. susceptibility. The small frequency dependence of anomalies in 
M.e. allowed one to set some limit for Te(ro=O) either in null field, or in a field,to get the de 
Almeida-Thouless transition line from the irreversibility. 

One can expect drastic changes in the spin-glass properties of fIlms, when the size of 
the fIlm becomes small compared to the coherence length~. The effects must be important in 
the case of a RKKY spin glass where a change from a 3D transition to a 2D one is possible. 
In that case the properties of a thin film should be compared to those of, for instance, a 2D 
spin glass like FeO.3MgO.7Ch40 which does not have a transition at finite temperature (!,s: = 
0). Several studies on thin fIlms have been reported.41-43 The comparison between a IlJ4 A 
and a 30 A fIlm gives a Te reduced from 66 K down to - 26 K. At the same time the 
quantity (lrrf)dTf/dloglOt increases from·0.D05 to 0.025 indicating stronger dynamical 
effects also shown in the exponent zv oft - 'to[(Te-Te)rrc1-ZV which increases from 9 to 19. 
All these properties are in better agreement with calculations44,45 and theory46 for a 2D Ising 
spin glass since lnt oc Te -2.6 fits better the frequency dependence of Te. This behavior has 
been followed for thicknesses WSG down to 1 or 2 monolayers of CuMn and AgMn with a 
thickness dependence of T e oc W SGO.8 as predicted46 for a 2D Ising spin glasses with T estill 
larger than 0 for 1 monolayer film. 

HIGH Te SUPERCONDUCTORS (HTSC) MAGNETIZATION 

The magnetic properties of high Te superconductors have been extensively studied, 
and now some of the properties of classical type II superconductors are revisited in the light 
of what have been learnt from HTSC. 

The magnetization of HTSC is of quite different origin than in other magnetic 
systems, since it is due to screening currents and the penetration of vortices inside the 
superconducting material. However, some similarities can be noted: after zero field cooling, 
the screening of an external field by surface currents is perfect up to He l and the apparent 
magnetization M = -(l/41t) H (per cm3). Then vortices start to penetrate the sample with a 
gradient of the induction dB/dr equal to the critical current density Je. The magnetization can 
be approximated using the Bean model where a characteristic dimension of the section 
perpendicular to the magnetic field is introduced, as well as the pinning force which fixes 
dB/dr. 
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Then, as with Preisach's diagrams, the magnetization above Hel can be derived 
giving deviations in H2 from the initial slope. Characteristic fields for the minimum 
magnetization (1) and to saturate the remanent magnetization (2) are marked in fig 6. 

In very small fields (H:S 100 Oe) the magnetization of a ceramics sample is due to 
currents circulating at the surface of the sample, through Josephson junctions between grains 
(when the field increases, the flux penetrates between the grains). The Bean model applies, 
using the sample diameter, and spin-glass like properties are observed (see for instance Z. 
Koziol47) : a small frequency dependence of T~ at the maximum of X", co = COo(Tg-Tc)ZV 
with ZV = 3, an irreversibility line in a d.c. field H given by T g(O)-T g(H) oc: H213. Spm-glass 
like properties can be attributed to the distribution of Josephson junctions, pinning centers, 
vortices or macroscopic flux lines, etc ... which dominate the low field superconductivity. 
However different behaviors for the irreversibility are observed depending on the sample 
(Barbara48, Giovanel1a49). . 

In larger fields, the Bean model still applies for ceramics samples, but one must use 
the grain size (or the crystal size for crystals) since only the intra-grain currents tend to screen 
the applied field (fig.7). The magnetization above Het. or the change ~ in magnetization 

o r 

Fig. 6: The magnetization of HTSC can be constructed from the Bean model. Some 
improvements consist to take dB/dr varying with r to take into account non linear 
sample size effects, and DM decreasing to zero when the field increases up to Hc2. 

for increasing or decreasing fields, or the remanent magnetization Mrs can be used to 
determine the critical current density, JC.,below Hirr.(T)50-53 In the case of anisotropic 
superconductors the various components of Jc can be determined from a study of the 
magnetization for fields applied along various directions 54-57. 

The main features obtained from magnetization measurements (fig.8) are that: 

1~ The saturated remanent magnetization decreases exponentially with T, at low temperature 
(T < 50 K) 

T 
Mrs(T) = Mrs(O)exp(- T~)' 

with T~ - 20 K for YBa2Cu307 and Tc = 92 K, for a field applied parallel to the c­
axis or perpendicular to the c-axis.58 

As in the case of spin glasses the time and temperature dependence of Mrs can be written 
more generally as : 

kT t 
Mrs(T,t) - Mrso exp(- U In -), 

o to 

with: U 0 - T~ lnt/to - 200-600K. 
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Magnetic irreversibility in HfSC 
H Critical lines 
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Magnetization versus H for T« Tc 

A.c. susceptibility versus H 

Fig. 7: Critical fields ReI. Re2, and possible experimental determinations of Hirrev.(1) from 
the magnetization, the resistivity, or the a.c. susceptibility.The detection and study 
of non linear effects (in resistivity, susceptibility ... measurements) are expected to 
give the frequency dependence of Hirrev.(T) and to characterize a possible transition. 
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2-
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107 
0 5 10 15 B(T) 

Fig. 8: Magnetization of a single crystal of YBCO, for two field directions. Note the 
magnetic jumps observed at low temperature, and the cigar shape of the magnetic 
hysteresis at high temperature. The field dependence,Jc(H), and exponential beha­
vior of Jc(T) in null field, are shown on the lower part (from ref. 58). 
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o Tc 
Fig. 9 : Expected variations of Jc(T) , Mrs(T) or Hirr(T) 

2") The anisotropy is conserved in the all temperature range for Jc(O). It is of - 4-5 for the 
average values of Je, obtained after H has been applied parallel or perpendicular to the c 
axis. Larger anisotropies between the various components of Je are found. 

3") In YBa2Cu307 a maximum in Je(H) is observed in a large field, which could be due to a 
pinning by oxygen defects which in a field become normal (on a microscopic scale) and 
pinning centers?8 

4") This magnetic irreversibility disappear on the irreversibility line where.1M = O. We have 
shown that on the same irreversibility line, p (T) tends to zero, X '(T) becomes 
diamagnetic, x"(T) starts to increase (and presents a maximum at lower temperatures), 
with small differences being attributable to time effects in the experimental definition of 
Hm(T) (fig.7).53 Obviously, Je(T) as deduced from magnetic measurements vanishes on 
the irreversibility line. However, resistive measurements have shown the persistence of 
critical currents above the irreversibility line in thin fIlms. 

5") The irreversibility line has been shown to vary as [(Te-T)/fcl3/2 close to Te. Far from Te 
(it is the case for BiSCCO(59) where the irreversibility fields are smaller) Hirr oc 

exp( -T/f~). 59 However, this thermal behavior of Hirr(T) is not particular to HTSC, it has 
been observed since then in a Chevrel phase60 and classical type II superconductors61. 

6") The critical current Je decreases as t312 (where t = (Te - T )/fC> close to Te. From these 
experimental observations one can make a parallel between the general thermal 
dependence of Jc(T) and Hirr(T) which would result from the conservation of the shape 
of the irreversible magnetization for increasing T : Mrs oc H.i1r. Both Je(T) and Hirr(T) 
should decrease as exp(-T/f~) at low temperature, then as t3/:l close to Tc (as shown in 
fig.9). However, this low temperature behavior of Hirr(T) can be out of reach 
experimentally, for instance in the case of YBa2Cu307 where Hirr becomes too 
high. Otherwise, Hirr(T) can be strongly reduced in nonhomogeneous systems, which is 
often the case with Bi or TI compounds, and give a variety of thermal behaviors. 
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The irreversibility line of high Tc superconductors is associated with the melting of the 
vortex lattice.If this melting is due to a thermally activated process on the pinning of vortices 
the time dependence of the irreversibility line is expected to be Arrhenius like, without any 
transition. In other cases ( vortex glass, effect of the disorder on the vortex lattice,transiton 
from a 2D to a 3D superconductivity, etc .... ) a kind of transition is expected close to the 
irreversibility line, which, therefore, would tend to a limit for infinite measuring time. The 
mixed state above the irreversibility line and below H-C2(T), still needs to be studied in more 
detail, in HTSC and classical type II superconductors.:,y::61 

Experimentally, the frequency dependence of Hirr(T) is often weak 50-52, however, 
it is not sure that its time dependence can be fitted in general with a power law: 

(0 - (Oo[(T-Tc)ffclZV 

which would be in favor of a real transition line, T c (H), when (0 tends to zero. Like for any 
transition, non linear behaviors are expected ( for instance in the M(H), V(I), 
a.c.susceptibility, electrical or magnetic noise, electrical or magnetic losses .... ) at this 
transition, and sometimes observed67 . Obviously, the transition at Tc (H), must be 
characterized by various critical exponents which still need to be accuratly predicted in 
various models, and determined experimentally on good crystals. 

Typical behavior for HTSC which have a marked 2D character (Bi or TI phases) has 
been predicted with important effects of 2D fluctuations.62-63 

HTSCFilms 

This 2D like behavior can be studied in artificial systems. For instance in 
YBa2Cu307, the effect of interactions between successive CuO planes must be responsible 
for the 3D character of the superconductivity. Very careful studies of sandwiches with layers 
of (superconducting) YBa2Cu30764-65 and (normal) PrBa2CU30,7 have allowed one to 
observe the effect of the decrease of the interactions when the number of PrBa2Cu307 layers 
increase, and to follow the superconducting temperature of a decreasing number of 
YBa2Cu307 layers. Limiting Tc values of 50 K and 10 K have been obtained respectively 
for two (24 A) or one (12 A) YBa2CU307 layers64 ,65, implying the existence of 
superconductivity in an isolated single cell layer . 

SUMMARY 

In HTSC the observed T3/2 behavior of Ic(T) and Hirr(T) is just the Ginzburg-Landau 
behavior close to T c. The low temperature exponential behavior of Hirr(T) in Bi compounds 
has been attributed to the critical field at which the "quasi 2D" superconductivity localized in 
CU02 planes at high temperature, extends to the normal part ( between superconducting 
planes) and becomes 3D.59 However, since then, the same exponential like behavior has 
been found in Chevrel phases60 and, possibly, in classical type II superconductors61 where 
there is no structural reason for "2D like" superconductivity. It appears then that this is a 
much more general behavior, which probably appears as soon as a large enough distribution 
of activation (or pinning) energies exists, possibly due to the disorder on the vortex lattice. 

In spite of the similarities in the magnetic behavior of spin glasses (or related magnetic 
systems) and HTSC, the physical origins of these magnetizations are very different. In 
HTSC, the magnetization is due to vortices penetrating inside the superconductor. Their 
number, at the difference of spins in a magnetic system, strongly depends on the magnetic 
field, on the temperature, on the number and efficiency of pinning centers (critical current), 
on the defects which can favor their penetration, on the anisotropy and on the geometry of the 
sample (Bean model). The variety of pinning centers (oxygen defects efficient in high field in 
the case of YBa2Cu307, other atomic defects, twins more efficient in lower fields ... ) and the 
possibility of multiple pinning centers on the same vortex might be at the origin of a large 
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distribution of pinning energies in HTSC and ... in other superconductors. The irreversibility 
line and its time dependence certainly depend on the sample quality. Several experimental 
criteria for the irreversibility line can be proposed: onset of diamagnetic X', onset of X", 
deviations from the linearity of the V(I) curves67 ,onset of a critical current67~ noise, torque, 
sound velocity experiments, appearence and divergence of non-linear effects (3rd, 5th .. 
harmonics in X'), etc .... Then, the existence of a "transition" line can be proved by 
extrapolation to infinite measuring time of Tc(Hirr) and the transition characterized by the 
determination of critical exponents above,at,and below the obtained transition temperature ... 
as was done for the spin-glass transition23. 

N.B.:Some evidence in favor of a vortex-glass transition has recently been found in the a.c. 
impedance of thin films by H.K. Olsen et al.68. 

Remark 

Magnetic jumps are observed on the magnetic hysteresis cycle of many magnetic 
materials (including spin glasses) and of type II superconductors (including HTSC58). They 
appear in the critical regime either spontaneously, or after a small perturbation (field change, 
T change, waiting time t ... ) and are the catastrophic (avalanche effect) consequence of a 
weak local heating which starts a macroscopic magnetization reversal (in magnetic materials) 
or flux penetration (HTSC). In HTSC these effects must be stopped, through a better 
thermalization of the superconductors and improved pinning, for technological applications. 
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NOVEL LOW FIELD AC MAGNETIC SUSCEPTIBILITY TECHNIQUE IN UHV: 

MAGNETISM OF hcp Gd(OOOl). 

I NTRODUCTI ON 

Francisco H. Salas 

Departamento de Fisica. Facultad de Ciencias 
Universidad de OViedo. E-33007 Oviedo. Spain 
and Departamento de Fisica. Instituto Tecno16gico y 
de Estudios Superiores de Monterrey (ITESM) 
64849 Monterrey. N.L .• Mexico. 

Gadolinium was the fourth ferromagnetic element to be discovered and 
ever since it has drawn a lot of attention among scientists due to a 
number of interesting properties. some of which were initially reported as 
long ago as 1935 by Urbain et al. 1 . Gadolinium is unique for its high mag­
netic moment and for its special Curie point lying just at room tempera­
ture. In addition. gadolinium shows large anomalies in practically all its 
magnetic. elastic. thermal. and electrical properties. 2 Recently. an UHV­
compatible low field ac initial magnetic susceptibility [xac=x(w=constant. 
T)] technique has been developed and applied to the system hcp Gd(0001)/ 
bcc W(1l0).3 and the so-called "butterfly susceptibility" was recorded as 
wel1 4 • In this paper I present a review of the first experiment in which 
Xac was measured in situ in ultrahigh vacuum (UHV) by the use of an induc­
tive method. This novel technique. having nanometer resolution. has moti­
vated further experimental work on ultrathin films. 5 

EXPERIMENTAL DETAILS 

Experimental setup for measuring xac= x(w=constant.T) 

The experimental setup3 for measuring Xac in UHV consists of the 
modified Hartshorn bridge-type susceptometer shown in Fig.1. A Wavetek 183 
is used as a signal generator containing a quartz-crystal oscillator in 
order to stabilize the ope~ating frequency. the latter being in the audio 
frequency range. The primary coil is driven by the signal generator via a 
transformer (not shown in the figure). The secondary consists of two iden­
tical solenoidal sections wound in opposition to each other and connected 
in series. The output of the secondary coils. which is proportional to the 
magnetic susceptibility of the sample. is detected by a two-phase lock-in 
amplifier (PAR 5204) operated in the external modulation mode. so that the 
commutating frequency of the lock-in will correspond to the stabilized 
frequency of the signal generator. Actually the coil system is placed 
ex situ by fitting it to the UHV chamber through a coaxial quartz finger. 
This allows one to in situ keep the Gd(OOOl) thin film within the quartz 
finger during the measurements as seen in Fig.2. whereas the ac magnetic 
fJeld is applied ex situ as shown in Fig.3. 
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-- ---- - ----------~ 

Figure 1. Experimental setup . (as taken from Ref. 3) 

The electronic balance of the secondary part of the coil system in a 
given range of sample susceptibilities is done by means of a passive 
network driving a compensation coil . A small fraction of the signal of the 
generator is sampled and separated into its components in-phase I and 
quadrature Q. Then I, Q and the phase are carefully changed until the 
signal of the secondary is nulled out. 

Although the W(llO) substrate used has the advantage of presenting a 
nonmagnetic behaviour, it nevertheless has the problem of the eddy cur­
rents arising from its metallic character. It is very important to do the 
electronic balance of the ac bridge once the Gd(OOOl)/W(110) film is 
placed into one of the secondary coils and at a temperature where no 
paramagnetic Gd signal is detected, e.g., T = 350K . However, due to the 
problem of the eddy currents, it is also necessary to adjust the phase 
of the lock-in amplifier for each operating frequency. This should be done 
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Figure 2. In situ Gd(OOOl) 
thin film in UHV. 

Figure 3. Ex situ pickup 
coil. 



prior to the evaporation of the Gd film while the W substrate is kept 
inside the pickup coil. In particular, it was found that the phase of the 
lock- in amplifier, at which the signal induced by W vanishes (in both 
ferromagnetic- and paramagnetic phases of Gd), corresponds approximately 
to the phase at which a maximum Gd signal (between the background and the 
Hopkinson maximum6 ) is observed. In other words, the Gd and W signals were 
held in quadrature to each other with an accuracy of ±2° in the tempera­
ture range 250 K < T < 325 K. Therefore, these measurements only refer to 
the in-phase part of the ac magnetic susceptibility of the Gd sample. 

With regard to the sample preparation, the Gd(OOOl) films are evapo­
rated (in UHV conditions) onto the surface of an Auger clean W(llO) single 
crystal in order to get an epitaxial growth3 ,7,8; the deposition of 
Gd(OOOl) onto W(llO) in terms of the Stranski-Krastanow growth mode9 is 
moni tored by taking the peak-to-peak ratio of the Gd138/140 and W163/169 

Auger lines versus deposition time, the deposition rate being equal to 1.2 
picometers per second. 

Experimental setup for measuring the "butterfly susceptibility" 
x~~= x(w-constant, T-constant, Hdc ) 

By slightly modifying the above experimental setup it is possible to 
measure the "butterfly susceptibility", i.e., with a de biasing field, 
Hdc ' applied to the sample and measuring Xac under isothermal- and 

isofrequency conditions. This quasi-static method has been used by authors 
for many years. 10 Nevertheless, the present experiment4 on Gd(OOOl)/W(llO) 
is the first one in which the butterfly susceptibility is measured in situ 
in UHV by the use of an inductive method. In order to do this, Hdc is 

applied by means of a pair of Helmholtz coils either longitudinally or 

transversally to the alternating field (Hac). Both Hdc and Hac are applied 

ex situ. A quasi-statical sweep of the bias field allows Xac to be 

recorded as a function of Hdc under isofrequency- and isothermal condi­

tions, i.e., X~~= x (w=constant, T= constant,Hdc ). Here ~ refers to the 

~ 

18 

09 

°0~~5~6--~11~2~1~68~722~4~2~80 
N 

Figure 4. Geometric factor of the signal-to-noise ratio versus the number 
of turns in the radial direction. The inset shows (not to scale) 
the cross section of the pickup coil. (as taken from Ref. 3) 
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biasing mode (as explained below) and ~ refers to the angle between the 

easy axis of magnetization11 and Hdc . From x~ one gets valuable informa­

tion about the reversal process of the magnetization in ferromagnetic thin 

films. In particular, two cases are studied: 

(i) transverse biased initial susceptibility (TBIS): a=t (from "transver­
sal") , i.e., Hdc i Hac and (ii) longitudinal biased initial susceptibili-

ty (LBIS): a=l (from "longitudinal") , i. e., Hdc II Hac 

Optimization of the pickup coil 

In measuring in situ the ac magnetic susceptibility of thin films, it 
is crucial to optimize the geometrical characteristics of the pickup 
coil. 3 

The cross section of the pickup coil used in the present experiment 
is shown (not to scale) in the inset of Fig.4. The signal being induced by 
the sample in the pickup coil is proportional, among other things, to the 
operating frequency, the modulation amplitude, and the number of turns of 
the pickup coil. 

The signal-to-noise ratio can be written in a first approximation as 

N 1 
siqnal T 
--0<- X 

noise r 2 v4kTRtJ.f 
(1) 

Here r = vab is the geometrical radius of the coil (a and b refer to the 
inner and outer radius, respectively), NT is the total number of turns of 

the coil, and v4kTRtJ.f is the Johnson noise (k is the Boltzmann constant, T 
is the absolute temperature, R is the coil resistance, and tJ.f is the 
bandwidth in which the measurements are made). 

The total number of turns is 

NT = (+)N, (2) 

where d is the vertical length of the pickup coil, ~ is the wire diameter, 
and N is the number of turns in the radial direction. 

On the other hand, the coil resistance is 

R 1 p 
5 

p 

( 2naN + n~ (N-l)N ). + 
~2 

nT 

(3) 

where p is the wire electrical resistivity, 1 is the wire length, and s is 
the cross-section of the wire. 

By substituting the values of r, NT' and R into the expression (1), one 

obtains 
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I 4kTtJ.f' siqnal 
noise 

0< __ 1 __ ~ ¢d' N/(~aN + a2 ) 

2 p 
/2aN + ~~- N~ 

(4) 



Since the area of the W substrate amounts to 8.5x5. 15 mm2 , d was 
chosen to be 10mm in order to attain the largest vertical filling factor. 
Thus the problem now consists of maximizing (4) with respect to N. To do 
that, Eq. (4) is rewritten and a geometrical factor Q is defined as 
follows: 

(5) 

In Fig.4, Q is shown as a function of N for ~=0.04 mm (diameter of the Cu 
wire that was wound) and a=6. 15 mm ( ~ radius of the quartz finger adapted 
to the UHV chamber). This curve has a maximum for N=95, which corresponds 
from Eq. (2) (if the pitch factor is equal to 1) to an ideal value of 
N =23,750. The actual pitch factor (for b=10mm and d= 10mm) was equal to 

T 

0.421, giving a value of NT =10,000. If one considers that the pitch factor 

affects both vertical and radial winding directions in the same way, then 
the pickup coil h;s approximately 62 turns in the radial direction. This 
value of N still is very favourable as is seen in the curve shown in 
Fig.4. In fact, one gets Q(N=62)/Q(N=95) ~0.97. 

The primary coil consisted of two layers (1,347 turns altogether) 
wound onto the coils A and B of Fig.1 using Cu wire with a diameter of 
O. 1mm. The small compensating coil consisted of 20 turns, which were wound 
onto the coil B also with a Cu wire of 0.1 mm of diameter. In addition, the 
coils A and B were separated by a distance of 13mm in order to obtain a 
good differential signal. 

RESULTS AND DISCUSSION 

Results for Xac= x(w=constant,T) 

After having prepared and characterized the Gd(OOOl) thin film, the 
latter is moved in situ with a conventional (x,y,z,~) manipulator into the 
UHV clean quartz finger adapted to the UHV chamber until the sample is 
placed carefully in the position of the ex situ pickup coil as shown in 
Figs. 2 and 3. 

xac was measured during the cooling cycle in a driving rms field of ~ 
2 De (applied in the plane of the film) when the samples were approxi­
mately 20 min old. The sample temperature was monitored by a precalibrated 
( PtAuPd 52/46/2 - PtRh 95/5 ) thermocouple. Typical results of these 
measurements are depicted in Fig.5; the induced voltage (in ~V) is shown 
as a function of the output voltage of the pallaplat thermocouple (in mY). 
The arrows indicate some relevant temperatures. In Fig.5 one sees that the 
in situ UHV-compatible ac ma¥netic susceptibility technique is sensitive 
to 10 nm corresponding to 10 6 Gd atoms. Thus, the sensitivity limit of 

these measurements is about 1016 atoms/De . For T ~ 298K, a rapid fall 
rms 

in sensitivity accompanied by increased experimental scatter was observed. 
Working with a higher frequency f causes a large instability in the back­
ground of the signal due to the fact that the eddy current losses are 
proportional to [2.12 

In the temperature dependence of Xac (see Fig.5a), three ranges are 
distinguished, viz., (il for 250K < T < 287K , Xa decreases nearly 
linearly with increasing temperature, (ii) for 287K < T < 290K, the 
rotation of Gd spins is thermally assisted13 and the Hopkinson effect6 

takes place, i.e., Xac goes through a local maximum14 centered around the 
so-called Hopkinson temperature TH= 289±lK and (iii) above TH, the proxim-
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ity of the temperature to the Curie point (Tc~292K) produces a rapid de­

crease in the signal detected. Note that the inflection point (just above 

TH) is identified as Tc' It is important to note that TH is frequency 

independent at least in the frequency range 180 Hz < f < 480 Hz. The oc­

currence of a local maximum in ~ac of Gd samples might be explained in 
terms of the thermally assisted spin rotations. The frequencies of thermal 
fluctuations of magnetic moments of Gd are about 12 meV. while the energies 

of d-f exchange excitations and "s-1" excitations among d electrons are 

equal to 0.7 eVand 0.325 eV. respectively. 15 On the other hand. the 

product kTH in Gd is close to 25 meV. Thus this energy range is propitious 

to activate thermally the spin rotations. 

Fig.6 shows the effect of film contamination on ~ac for a Gd(OOOl) 
film 80 nm thick (the same sample as in Fig.5a). 14 The quenching of the 
Hopkinson maximum upon contamination of the film caused by exposing it to 
atmospheric conditions for 7 hrs is evident. As usual. the gain or loss of 
voltage expressed in decibels is twenty times the logarithm of the voltage 

ratio. Thus. the signal attenuation at T = 289±lK is found to be14 
H 

Av ~ 20 10g10(0. 98/5. 8)=-15. 4 dB • which is attributed to the high 

enthalpy of reaction of gadolinium with oxygen: -16.7xl05 J/mol. 16 Note 

10 Gd (0001) on W (110) 

d = 80 nm 
>.: f = 180 Hz 
I 

p = 2 25 x 10-" Torr. ::>. 

.=. (clean sample) 
S 4 

::>. Tref = 25 2 :t 0.5 °C 

2 3224±IK 

0 
04 

I 
0.8 12 16 

TptAuPdl5214612J [mV] 

Gd(00011 on W (110) 
0.6 289±IK d = 10 nm 

f = 340 Hz 

:..: p = 2 5 x 10-'0 Torr 
I ( clean sample) 

:::. 
::t. 

03 
Tref = 25 5 :t 0.5 °C ·S 

:::. 
02 

01 

TptAuPdl5214612J [mVl 

Figure 5. Voltage induced by the gadolinium samples in the pickup coil 
versus output voltage of the thermocouple used. 
(as taken from Ref. 3) 

524 



that the values of Vin(T=TH), before (5.8~V) and after (0.98~V) contamina­

tion of the film, are the values of Vin ( see Fig.6) normalized with re­

spect to 180 Hz. In both cases of Fig.6 the driving rms field was about 2 
De. 

An additional interesting point refers to the sharpness in the drop 
of ~ac for quasi-bulk thicknesses. This is illustrated in Fig.7 for a 
Gd(OOOl) film 12 nm thick, this film thickness being equal to about 42 
atomic layers. The· ex abrupto change in ~ac within 4K above the Hopkinson 
maximum indicates17 that quasi-bulk Gd(OOOl) clearly retains the first­
order magnetic phase transiti~~, which characterizes the surface of a 
semi-infinite Gd(OOOl) system . This has been interpreted as the 
occurrence of tricritical behaviour19 , i.e., the change from a second­
order phase transition to a first-order one. 

Results for ~~~= ~(w=constant,T=constant,Hdc) 

In Fig.8, three butterflies are compared with each other and are 
qualitatively in good agreement. In Fig.8a, an "authentic butterfly" is 
shown as a function of bias field. The name of the measurement method 
becomes evident per se. In this figure also appear both magneto-optic 
Kerr-effect (MDKE)7- and TBIS4 hysteresis loops. The magnetic state of the 
film is determined by the bias field and such spectra indicate how easy, 
or how difficult, it is for Hac to "agitate" the magnetic domains, 1. e. , 

how easy, or how difficult, it is for a butterfly to flutter at the 

corresponding points on the ~ac versus T curve. In Fig.9 the TBIS loops 
are shown at various frequencies and temperatures. For the data of Figs.9 
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0 
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Ib} 

f = 180 Hz 
p = 2.25 X 10-" Torr 
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289 293.5 298 
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Figure 6. effect of film con­
tamination on ~ac. 
(as taken from Ref. 14) 
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Figure 7. ~ac of quasi-bulk 
Gd(OOOl).(as taken 
from Ref.17l 
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(a,b , c,d) the bias field was applied in the basal plane . In Fig.9a, a 
virgin curve can be seen. The paramagnetic phase (Fig.9c) shows the 
hysteresis disappearing and one also observes the intrinsic drift of the 
pickup coil. In Fig. 9d the typical loop for uniaxial anisotropy is shown, 
and in Fig.ge reversible processes are observed in the case of biasing the 
film perpendicularly to the basal plane. In Figs. 10 and 11 the LBIS and 
TBIS loops are depicted for a thickness of 40 nm. Both TBIS and LBIS are 
hysteretic . From the maxima in the curves of Figs . 9a and 9b it can be 

concluded that the coercive field (Hc) is equal to 26 and 22 Oe for f=480 

Hz and f=340 Hz, respectively. At Hdc= Hc the macroscopic magnetization 

vanishes . Similarly, Figs . 10 (a,b) show that Hc= 13. 9 Oe . In all cases of 

Figs. 10 and 11 the film was biased in the basal plane. 
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Figure 9. In situ TBIS loops . 
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Finally, in Fig.12 a few representative Frolich-Kennelly plots are 
shown. The representation of the inverse susceptibility as a function of 
the applied field was proposed by Kennelly20 a century ago. In all cases 
of Fig. 12, the existence of macroscopic anisotropy becomes clear due to 
the fact that the linear extrapolation of the data for high fields does 
not cut the bias field axis at the origin. 21 This means that the effective 
field acting on the film consists on both an applied and a macroscopic 
anisotropy field . In this study, the Stoner-Wohlfarth22 type coherent 
rotations of magnetizatio~ are predominant for bias fields ~ 165 Oe . 
However , for bias fields - 165 Oe (shaded areas) the elastic forces may 
playa similar role as the role of the magnetic forces, and therefore, 
irreversible processes are observed. Presumably, the plots shown in Fig . 12 
suggest that the domain structure in zero applied field has the nature of 
that discussed by Kitte1 23 , in which domains are magnetized perpendicular 
to the plane of the film . 
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The conventional method of ac magnetic susceptibility has been com­
bined with the ultrahigh-vacuum technique offering new possibilities in 
st~dying U~V-clean magnetic thin films in the low-applied-field regime. 
ThIS technIque allows one to scrutinize, for example, the Hopkinson 
eff~ct, ~he ~utterfly susc~p~i~ility, and the critical behaviour of mag­
netIc thIn fIlms . The sensItIVIty limIt, for films thicker than 10 nm 

16 ' 
is equal to 10 atoms/Oerms ' Hcp Gd(OOOl) exhibits a Hopkinson maximum 

at TH=289±1 K and tends to reach the Stoner-Wohlfarth field threshold at 

about 165 Oe. Gd(0001) films 12 nm thick (42 atomic layers) might present 
tricritical behaviour, i.e . , the change from a second-order magnetic phase 
transition to a first-order one. 
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MAGNETICALLY MODULATED RESISTANCE TECHNIQUES 

INTRODUCTION 

B. F. Kim, K. Moorjani, F. J. Adrian and J. Bohandy 

The Johns Hopkins University Applied Physics Lab 
Johns Hopkins Road 
Laurel, Maryland 20723 

The method of magnetically modulated resistance (MMR) is a 
variant of resistance vs. temperature measurements in which the mag­
netic field dependence of resistance vs. temperature is measured. This 
general technique is particularly useful for study and characterization of 
superconductors because the superconducting phase transition and weak 
link effects, present in granular samples, are magnetic field dependent. 
Because the field dependence of the intrinsic phase transition is different 
from that of extrinsic effects due to granularity, it is possible to separately 
identify MMR responses due to these effects. Thus the species dependent 
and sample dependent responses can be separately recorded. Another 
important aspect of this technique is its anisotropic response to macro­
scopically oriented samples. This allows detection of oriented weak link 
structures in single crystals1,2 which would be difficult, if indeed possible, 
by other methods. In this paper, we present an overview of this method and 
some examples from recent studies. 

MAGNETICALLY MODULATED RESISTANCE 

A schematic diagI:am of an MMR system is shown in Figure 1. The 
sample is subjected to a magnetic field consisting of a dc component, Ho, 
and a collinear ac modulation component, Hm. The resistance, R, of the 
sample is measured at the modulation frequency by phase detection while 
the temperature of the sample is slowly varied. The phase detected resis­
tance or MMR signal is recorded vs. temperature. In actual practice, the 
unmodulated resistance vs. temperature is recorded simultaneously to 
allow comparison between the modulated and unmodulated resistance 
measurements. As explained later, this allows identification of granular 
effects in the MMR response. 

The physical basis for this type of measurement is straightforward. 
The resistance of a superconductor is a function of the absolute value of 
magnetic field. Therefore if the field consists of a dc component, Ho, and a 
small ac component, Hm sin rot, we can write the resistance as 
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Fig. 1. Magnetically modulated resistance system diagram. 

which is valid ifH = Ho + Hm sin COmt does not change sign (i.e., Ho < Hm). 
Phase detection at COm then yields a signal proportional to ~. 

APPARATUS 

The MMR technique can be implemented in a number of ways, the 
principal variation being the frequency of the driving currents. The two 
most common variants of MMR presently in use are magnetically modu­
lated electrical resistance3 (MAMER) which uses dc or low frequency 
(- 20 Hz) current and magnetically modulated microwave absorption4 
(MAMMA) which uses microwave frequencies. Each has its own advan­
tages for particular types of studies and sample specimens. For example, 
the MAMER method requires electrically continuous samples while the 
MAMMA method, being a contactless technique, can be implemented on a 
variety of shapes and forms of superconducting samples including elec­
trically discontinuous samples, such as powders, or bulk and thin film 
samples, which are electrically continuous. 

For the case of microwave absorption, the sample is typically placed 
in a microwave cavity in the region of maximum rf magnetic field and 
minimum rf electric field as shown in Fig. 2 which also shows the current 
and field directions relative to the sample for a microwave TE102 cavity. A 
microwave bridge used in the reflection mode is employed. A dc bias 
magnetic field and a small ac magnetic field are simultaneously applied to 
the sample. The bias field must be larger than the peak ac modulation field 
so that the polarity of the total magnetic field remains unchanged The 
resistance-dependent voltage generated in the sample is phase-detected at 
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Hdc+Hm 
Fig. 2. Sample geometry in the MAMMA experimenl The dashed lines represent 

the microwave magnetic field in the TEI02 cavity. 

the modulation frequency and recorded as a function of temperature. As 
we stated previously, it is important to simultaneously record the unmodu­
lated resistance. With a two channel data collection system the unmodu­
lated microwave absorption can be simultaneously recorded by sampling 
the output of the microwave crystal detector before phase-detection. The 
result is a plot of unmodulated and magnetically modulated microwave 
absorption as a function of temperature. Typical values of experimental 
parameters are 9.3 GHz microwave frequency, 1-200 mW of microwave 
power, 10-100 KHz field modulation frequency, and 0.1- 5 G field modula­
tion amplitude. 

MAMER is implemented by substituting four-point probe resistance 
measurement equipment for the microwave bridge. The resistance­
dependent voltage in this case is generated by a dc current or a low fre­
quency (-20 Hz) ac current if one so chooses. This is conceptually a simpler 
experiment than MAMMA because the microwave bridge and cavity are 
not required. In practice, however, there are additional considerations to 
take into account. First, if one uses the low frequency ac technique for 
measuring sample resistance, a second lock-in amplifier is required. 
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Second, and more important experimentally, a large dc offset voltage 
frequently appears at the field modulation frequency due to pickup in the 
leads used in the electrical measurements. This can be minimized by 
proper geometry, but our approach was to eliminate it using double 
modulation. A low frequency (23 Hz in our case) current modulation is 
imposed on the sample in addition to the 10 KHz magnetic field modulation. 
The output of the 10 KHz lock-in amplifier is fed into a second lock-in and 
phase-detected at 23 Hz. The output of the second lock-in is a MAMER 
response which is free from the baseline offset due to the 10 KHz pickup. 
The dc resistance can be simultaneously recorded in this case by phase­
detecting the voltage generated in the sample using a third lock-in also 
tuned to 23 Hz. Even though the cavity is not needed for the MAMER 
measurements, it is convenient to do so because both the dc and microwave 
experiments can be conducted without adjusting the sample. The two 
methods actually measure responses from different parts of a supercon­
ductor; a very important feature when dealing with inhomogeneous 
samples. In the following section, we discuss in detail the nature of the 
physical measurements involved in the MAMMA and MAMER methods. 

THE MMR SIGNAL 

We now discuss, in some detail, the physical characteristics of MMR 
measurements as implemented by the MAMER and MAMMA techniques. 
This discussion is offered here to provide a technical basis for interpretation 
of MMR data obtained under various circumstances and to provide a basis 
for selection of MAMMA or MAMER for different types of samples and 
MMR experiments. 

The electrical resistance of a sample (at T ~ T c) is the physical 
quantity which determines the MMR signal, but the precise relation 
between resistance and MMR signal is different for the MAMER and 
MAMMA techniques. In the case of MAMER, the signal is a voltage which 
is derived from the sample resistance through Ohm's law. Therefore, the 
relevant physical parameter is the bulk resistivity of the sample species. 
The directions of the currents in the sample are determined by the electric 
field applied to the sample electrodes and the locus of the path ofleast 
electrical resistance. This is, conceptually, the simpler of the two methods. 
In the MAMMA technique, the signal results from absorption of micro­
wave energy by the sample which is typically located in a resonant cavity. 
The relationship between the MAMMA signal and sample resistance, and 
the direction of the sample currents depends upon the disposition of micro­
wave fields at the sample. In the following discussion, we will present this 
relationship in detail for a common type of MAMMA apparatus. 

There are a number of ways to implement the MAMMA technique, 
particularly with regard to the configuration used to impress microwave 
energy onto the sample. For many and perhaps most research groups, the 
most straightforward method is to use an electron spin resonance (ESR) 
spectrometer where the sample is contained in a resonant cavity. This type 
of apparatus is particularly useful and convenient for studying anisotropy 
in the MAMMA response of oriented samples. We will, therefore, confine 
our subsequent discussion to this type of apparatus. 

Because of the similarity between the MAMMA technique and con­
ventional ESR, it is worth noting the essential difference in the physical 
phenomena observed in these two methods. In ESR, the object of study is 
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microwave absorption due to magnetic dipole transitions between atomic or 
molecular Zeeman levels in a magnetic field. Because absorption occurs 
only when the microwave quantum energy (E = fl co) matches the Zeeman 
energy differences, the absorption is a resonant absorption with respect to 
magnetic field (the frequency, co, is nominally constant). The term mag­
netic resonance refers to this type of absorption even though the transitions 
are, in some cases, broad. If the sample has a non-zero electrical conduc­
tivity, then another form of absorption occurs due to induction of eddy 
currents in the sample. The latter mechanism, which will be shown to be 
the relevant mechanism in the MAMMA method, produces a non-resonant 
absorption. It is the abrupt decrease in this non-resonant absorption at T = 
T c which is the signature for the superconducting phase transition in the 
unmodulated microwave signal. 

We now describe the character of the unmodulated microwave signal 
at temperatures above T c under the assumption that the MAMMA appa­
ratus is in an ESR type configuration. The characteristics of ESR spec­
trometers have been described in detail by FeherS although his analysis in 
some respects applies only to magnetic resonance absorption. This analy­
sis, however, is readily extended to encompass non-resonant absorption due 
to eddy currents. Thus the following description is couched in Feher's 
model of the response of ESR reflection spectrometers. ' 

It is assumed that the ESR spectrometer crystal detector is biased to 
operate in the linear region. The signal detected, (due to the wave reflected 
from the sample cavity) which is denoted VREFL is written 

v (VSWR-l)V 
REFL - (VSWR +1) 

(2) 

where VSWR is the voltage standing wave ratio in the cavity branch of the 
microwave bridge and V is the voltage associated with the wave which is 
incident on the cavity. We are concerned with the change in the output 
voltage, AVREFL, which occurs due to microwave absorption in the sample 
cavity. This absorption produces a loss in the cavity which directly affects 
the quality factor of the cavity Q. The maximum value of AVREFL can be 
written5 

(3) 

where r is the cavity resistance and Qo is the unloaded cavity Q (i.e., the Q of 
the cavity without a sample). The sign depends upon whether the cavity is 
overcoupled or undercoupled. Q is expressed as 

Q = w Energy stored 
Average power dissipated (4) 

(5) 
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where HI is the microwave magnetic field intensity, PI the average power 
dissipated in the unloaded cavity, Vc and Va the cavity and sample volumes 
respectively, X" is the imaginary part of the magnetic susceptibility of the 
sample owing to the presence of intrinsic magnetic dipole moments, and P e 
is the average power dissipated in the sample by eddy currents. Using the 
binomial theorem, when PI is the dominant term in the denominator, 

(6) 

(7) 

where 

(8) 

is the filling factor. 

This expression differs from that of FeherS by the inclusion of the 
term containing Pe. 

The eddy current loss, Pe, is formally written 

1 - - 1 2 P =-iv. E*·J dv=-iv. J pdv 
e 2 I 2 I 

(9) 

where j is the current density in the sample and p the resistivity. At 
microwave frequencies, the fields and currents are generally confined to a 
region near the surface. The distance from the surface encompassed by 
this region is the skin depth, 8 which can be expressed as 

(10) 

when 1 »COEr, where E is the electric permitivity and Jl the magnetic 
permeability. The integration in (9) can, therefore, be restricted to a region 
in the neighborhood of the surface encompassing a thickness, A, which is 
small but greater than 8. Then 

(11) 

where d~ is normal to the surface, dcr is a surface elem;rt, and S is the 
surface of the sample. Integration of (11) using J=Joe- 8 and taking 8 «A 
yields 
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(12) 

where 

(13) 

is the surface current density per unit length and 

(14) 

is the corresponding surface resistivity. The last result follows by using the 

the expression for 3 in (10). Is is related to the tangential component of the 
magnetic field, Ht, at the surface6 by 

(15) 

where Ii is a unit vector normal to the surface. Then Pe can be written 

(16) 

Thus, the maximum sensitivity of the MAMMA apparatus is 

(17) 

where 

(18) 

is a modified filling factor. The (unmodulated) microwave signal, there­
fore, has two components: that due to the existence of intrinsic magnetic 
dipoles in the sample, and that due to the microwave induced eddy cur­
rents. The latter component is proportional to the surface resistivity of the 
sample. 

The intrinsic MAMMA response, which is the signature for a super­
conducting phase transition, is due only to the second term in equation (17). 
At microwave frequencies the contribution of X" is small compared to the 
eddy current loss for metals and superconducting materials.. Thus only 
the second term in equation (17) is relevant to MAMMA for studies of 
superconductivity. 
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The relation between MAMMA and MAMER can now be examined 
in light of equations (15) and (17). It is immediately seen that the surface 
resistivity is the relevant physical parameter in MAMMA while, as previ­
ously stated, that for MAMER is the bulk resistivity. It is also seen that the 
currents are determined by the tangential component of the magnetic field 
at the surface of the sample in the MAMMA method. Since both methods 
exhibit a peak response at Tc, they are equivalent in their ability to ascertain 
the occurrence of a superconducting transition at a particular critical tem­
perature. For more detailed characterization, however, each technique has 
merits which, to some extent, complement that provided by the other. It 
has already been stated that MAMER requires electrically continuous sam­
ples while MAMMA does not. Furthermore, since MAMMA depends upon 
the surface resistivity while MAMER the bulk resistivity, each method 
probes different sample regions. The MMR method of choice depends to 
some extent upon the type of sample being studied as well as the nature of 
the experimental study. If, for example, the sample were a single crystal, 
then it might be advantageous to study the anisotropy of the MMR response 
due to both intrinsic phase transitions and to the possible existence of 
oriented weak links in the crystal. Valid interpretations of such data 
require knowledge of the directions of both current and field in the sample. 
The magnetic field, being externally applied in both MAMMA and 
MAMER, is known in either case, but the currents are another matter. In 
MAMMA, the current directions are given by equation (15). Since the field 
directions in the cavity are known, the current directions are easily 
obtained (assuming that the sample geometry is known). In MAMER, on 
the other hand, the current orientations are generally known only approx­
imately since these are determined by the electric field and path of least 
resistance between the external probe leads on the sample. Furthermore, 
even if the currents were strictly unidirectional between the external cur­
rent probes, it would be very inconvenient to conduct extensive orientation 
studies since this would require remounting new probe leads for each 
orientation. Therefore, in most cases MAMMA is better suited for observ­
ing anisotropic effects in oriented samples. 

In polycrystalline materials such as bulk sintered ceramic super­
conductors, the current and field directions are irrelevant for understand­
ing MMR data. Other considerations may be important, however, particu­
larly the magnitudes of the field and currents. We will see later that in 
certain types of samples, weak link effects have significant current and 
field dependencies. Studies of these effects by MMR require a reasonably 
large range of current and field. In studies of this type where a high range 
of current is required and where precise knowledge of current direction is 
unimportant, the MAMER technique is the more suitable method. 
Examples of studies in using both MAMMA and MAMER will be described 
later. 

INTERPRETATION OF MMR RESPONSE 

We have previously shown that MMR signals are a measure of the 
magnetic field derivative of the sample resistance vs. temperature. There 
are two classes of MMR response which have been identified; one which is 
associated with the bulk superconductor material, which is the intrinsic 
response, and those associated with superconductor weak link structures 
which are extrinsic responses.a,s The intrinsic and extrinsic responses 
generally have different temperature, field, and current dependencies and 
therefore can be separately identified from one another. Granular samples 
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exhibit extrinsic MMR responses because of the natural occurrence of weak 
links. We shall see, however, that even single crystal specimens often 
exhibit extrinsic MMR responses. 

The intrinsic response is due to the change in Te with magnetic field. 
In the vicinity of the transition temperature, Te, the measured response at 
the modulation frequency is proportional to (ilRlaH) = (aR.lCYr)(aT cIOH) so 
that for a superconducting transition [(aRJ()H) '¢ 0)] a peak is observed at Tc 
with amplitude proportional to both aR.lCYr and aT JOH.4 The factor <aT cIOH) 
appearing in the MMR response assures that a peak is observed only for 
superconducting transitions and therefore helps differentiate such transi­
tions from transitions that exhibit a precipitous fall in resistance (e.g., 
insulator-metal transitions) but which are not magnetic field dependent.7 
The factor aRfc)T, on the other hand, implies that the shape of the MMR 
response in the neighborhood ofTe is proportional to the temperature 
derivative of the unmodulated resistance signal. This is the primary 
characteristic for identifying the intrinsic peak. The MMR extrinsic 
features are identified by their location in temperature, which is generally 
less than Te, and by the fact that their shapes are not proportional to aR.lCYr. 
(These arguments are valid for type I superconductors, and type II super­
conductors at low fields. At high fields, some type II superconductors may 
exhibit intrinsic MMR responses with shapes which depart from dRldT due 
to flux flow effects.) 

The observation that the signature of a superconducting transition in 
the MMR techniques is a peak located at Tc has also proved to be a conve­
nient way to detect multiple superconducting phases in inhomogeneous 
samples where a peak corresponding to each superconducting phase will 
result. In favorable cases, peaks separated by 1 K are easily resolved. (It is, 
of course, necessary to correctly classify multiple peaks as being intrinsic 
peaks before one can infer the existence of multiple superconducting 
phases.) In highly inhomogeneous samples, quantitative information 
about a broad distribution of Te's is easily obtained. 

We now illustrate these principles with two examples. Figure 3 
shows the resistance and MAMER response vs. temperature for an NbN 
thin film3 which is non granular. The MAMER response contains a single 
intrinsic peak at T e. As expected, the intrinsic MAMER response is pro­
portional to the derivative of the dc resistance with respect to temperature. 
In Fig. 4, the MAMMA and unmodulated microwave absorption of a gran­
ular thin film specimen of Bi-Sr-Ca-Cu-O is shown. In this example a 
rather pronounced weak link response occurs in addition to a relatively 
diminished intrinsic peak. 

ANISOTROPIC EFFECTS 

It is well known that some superconductors exhibit anisotropic 
properties. The critical current and field dependence of Teare highly 
anisotropic in YBa2Cu307_y for example. Josephson tunneling also occurs 
in some single crystal superconductors, but their orientation dependence 
has, in general, not been extensively studied. The MAMMA method is 
particularly advantageous for detection of oriented Josephson junctions in 
single crystals. There are two conditions which must be satisfied in order 
to record the occurrence of these junctions; the currents must traverse the 
junctions and the magnetic field must penetrate the junctions. These 
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conditions simplify, to some extent, the determination of the orientation of 
the junctions responsible for the MAMMA signal. Figure 5 illustrates this 
by considering the cases of a single crystal with oriented Josephson junc­
tions. In (a) the currents do not traverse the junctions while in (b) the field 
does not penetrate the junctions. Therefore in both of these cases the 
MAMMA response contains only an intrinsic peak. In (c) both conditions 
are satisfied and both a weak link response and an intrinsic response 
occurs in the MAMMA signal. One could easily infer the orientation of the 
junctions from this type of experiment. 

A recent study was done on the organic superconductor 
K-(BEDT-TTF)2CU(NCS)2 using these principles'! The MAMMA responses 
for a single crystal of this material for two orientations of field are shown in 
Fig. 6. The MAMMA response for the first case contains a weak link 

-Hm 

5 10 

Temperature (K) 

15 

Fig. 6. MAMMA response vs. temperature of lC-(BEDT-TTF)2Cu(NCS)2 for two 
orientations of magnetic modulation field, indicating the existence of 
Josephson tunneling between the conduction planes. 

response while the second case contains only the intrinsic peak response at 
8.3 K. The currents are the same in each case but the modulation field, 
Hm , penetrates the bc conduction planes in the first case but does not in the 
second. This is consistent with the existence of Josephson tunneling 
between the bc conduction planes. 

We now present a number of examples of recent work which should 
serve to further illustrate and perhaps encourage use of this technique for 
studies of superconductivity. 
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INTRINSIC SUPERCONDUCTIVITY 

The unmodulated microwave absorption and the MAMMA response 
for two samples ofYBa2Cu307 are shown in Fig. 7a and b. The data in Fig. 
7a is for a high quality fully oxygenated detwinned single crystal with Ho = 
30 G applied along the c-axis. An extremely sharp transition at Tc = 93.5 K 
is observed in the MAMMA response whose full width at half maximum is 
less than 0.3 K. This single crystal sample was specifically prepared under 
stringent processing conditions, after single crystal samples investigated 
earlier showed somewhat reduced values of T c and/or multiple supercon­
ducting transitions as revealed in the MAMMA response, due to either 
slight reduction in the oxygen content or the ubiquitous existence of twin 
planes in the material. Carefully prepared bulk samples of YBa2CU30y 
can also exhibit sharp superconducting transitions as seen in Fig. 7b for a 
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Fig. 7. Direct microwave absorption and MAMMA response VB. temperature for a 
detwinned YBCO single crystal (a), and a bulk YBCO sample prepared by quench 
and melt growth (b). 
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quench and melt growth sample. The value ofTc = 92.2 K and the full width 
at half maximum of the MAMMA peak are respectively somewhat lower 
and larger than those observed for the detwinned single crystal discussed 
above (see Fig. 7a) but one would nevertheless conclude that the sample is 
essentially fully oxygenated and contains large size single crystal grains 
that exhibit a single superconducting transition. 

As stated earlier, inhomogeneities often exist in cuprate oxide high 
temperature superconductors. Depending on the nature of inhomo­
geneities, they can lead to either multiple superconducting phases and/or 
coexistence of superconducting and nonsuperconducting phases in the 
same sample. We now consider examples of the former case. 

Multiple superconducting phases with closely spaced values ofTc or 
a more or less continuous distribution of Tc'S are not easily resolved in dc 
resistivity measurements. Even SQUID measurements on inhomogeneous 
samples generally only show a broad (> 2-3 K wide) diamagnetic transition. 
The MMR methods, however, depending as they do on the derivative of the 
resistance, more easily resolve multiple superconducting transitions when 
they are present in an inhomogeneous sample. Of particular importance is 
the fact that in single crystal samples, the MMR phase transition signature 
is generally anisotropic with respect to the current and field directions. 
Because of this, it is sometimes possible to interpret intrinsic MMR peaks 
as belonging to particular structures in inhomogeneous single crystals. 
There are two effects which cause anisotropy in the intrinsic MMR peaks. 
First, anisotropy in dTcldH with respect to the direction ofH in a crystal 
leads to corresponding variations in the peak height which is proportional 
to this quantity. This is illustrated in Fig. 8 which shows the unmodulated 
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Fig. 8. Direct microwave absorption and MAMMA response vs. temperature for a YBCO 
single crystal with two different orientations of modulation field. The amplitude 
of the MAMMA response is anisotropic due to the anisotropy of dT cldH. 
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Fig. 9. Unmodulated (solid) and MAMMA response (dotted) of a low purity twinned single 
crystalofYBCO. (a) Microwave magnetic ~d ~rpendicular to (110) and (b) 

Microwave magnetic field parallel to (110) Hoo II Cin both cases. 

and MAMMA response of a YBCO crystal for two orientations of the mag­
netic modulation field. The ratio of the MAMMA peak for the two orien­
tations is equal to the corresponding ratio of dT cldH. Second, orientation of 
a minor phase can cause variations in peak height with respect to the cur­
rent direction, as exemplified in Fig. 9 using a twinned single crystal of 
YBa2C1l307. This sample contains a single twin habit and SQUID mea­
surements show a diamagnetic susceptibility that drops over a temperature 
range of 3 K. The MAMMA measurements, however, clearly resolve two 
superconducting phases located at 88 K and 86 K. The double transition is 
also seen in the unmodulated microwave absorption (top curve in Fig. 9a) 
which ascertains that the second MAMMA peak arises from a second 
superconducting phase and is not due to weak link effects. The low value 
(88 K) of the higher T c and the existence of two superconducting phases are 
likely to be related to incomplete oxygenation and the presence of imp uri­
ties, since fully oxygenated samples ofYBa2Cu307, as discussed earlier, 
indeed show a single transition in the 92-93 K range (see Fig. 7a). The 
minor phase with Tc at 86 K is apparently oriented since the corresponding 
MAMMA response is anisotropic with respect to the orientations of the 
induced microwave currents. This minor phase manifests itself in the case 
where currents are parallel to the twin boundaries on all faces (Fig. 9a) and 
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is largely absent when the currents intersect normally the twin planes on 
two faces (Fig. 9b). Although we have not yet determined the mechanism 
for this anisotropy in the MAMMA response of the minor phase, we suspect 
that the minor phase is due to the presence of impurities in the twin planes. 

Another example of inhomogeneity and multiple superconducting 
phases is seen in Fig. 10 for a single crystal ofLa1.SSSrO.12CU04. The dc 
resistivity measurements on another crystal from the same batch showed a 
sharp drop at -33 K and in SQUID measurements a broadened magnetic 
transition was seen. However, dc measurements on the crystal used here 
indicate a relatively sharp superconducting transition centered at -30 K 
with no indication of multiple phases. The multiphasic character of the 
sample is, however, clearly revealed in the MAMER response (Fig. lOa) 
with several closely spaced peaks.2 The temperature dependence of the 
microwave resistance (Fig. lOb - top) of the same sample shows a consid­
erably broader superconducting transition centered at 28 K while the 
MAMMA response (Fig. lOb - bottom) clearly shows the presence of several 
different phases with Tc's spread over approximately 5 K. These measure­
ments provide an excellent example of the complimentary nature of 
MAMER and MAMMA techniques. The dc resistance and MAMER reflect 
the best superconducting path through the sample and thus should, and 
does, yield the narrowest transition and highest Tc. The microwave 
resistance and MAMMA measurements, on the other hand, provide 
information about all regions of the sample penetrated by the microwaves. 
In the case of a single crystal sample, this is primarily the surface regions 
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Fig. 10. (a) Electrical resistance (top) and magnetically modulated resistance (bottom) vs. 
temperature in a (LaO.94SrO.6)2Cu04 single crystal. (b) Microwave absorption 
(top) and magnetically modulated microwave absorption (bottom) vs. temperature 
in the same sample. 
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as the skin depth at microwave frequencies is small compared to the 
crystal dimensions. In the present case, the superconducting properties of 
these surface regions are considerably poorer, particularly regarding the 
presence of multiple phases, than in the best superconducting path 
through the sample. Accordingly, microwave measurements are specially 
important for examining specimens that are employed in experiments 
involving crystal surfaces. 

WEAKLINKSUPERCONDUCTnnTY 

Thin granular films of conventional metallic superconductors in the 
presence of rf radiation or current are known to exhibit anomalous effects 
understood in terms of superconducting tunneling among naturally 
occurring weak links. The bulk sintered samples of high temperature 
superconducting oxides normally consist of a myriad of small randomly 
oriented crystalline grains and exhibit broadened dc resistance and 
diamagnetic transitions and carry low critical currents. These properties 
are generally ascribed to the presence of structural disorder (e.g., defects 
and dislocations) as well as compositional disorder (e.g., impurities and 
grain boundaries) in the bulk samples, leading to the formation of weak 
links that affect the critical current and field dependence of the sample. 
(We should note that these low field effects should be distinguished from 
high field effects which are attributed to flux flow and flux creep.lO,ll) 
Given the small, highly anisotropic, values of the coherence lengths in 
superconducting ceramics, even very small scale disorder of == 10 A can 
lead to weak links. The presence of Josephson junction-type weak links in 
sintered samples of YBa2Cu307 was conjectured soon after these materials 
became available. Our conjecture for this possibility was based on the 
observation of a rising base line and increased noise in the MAMMA 
response at temperatures below the intrinsic peak.9 Subsequently, it was 
argued that the tail on the low temperature side of the resistance vs. 
temperature curve of granular superconductors is due to weak linksl2,l3 
and that the behavior of critical current could be fitted to a model based on 
an array of parallel Josephson junctions. l4 Initial MMR studies of weak 
links in granular high temperature superconductors were done on poly­
crystalline bulk specimens using MAMER. B We now present a description 
of these results. 

Figs. 11a through d show the MAMER spectra and simultaneously 
recorded resistance curves ofa sample of EuBa2CU307_y (EBCO) in a static 
magnetic field of 500 G, 30 G, 10 G, and 2 G, respectively, using a 5 rnA 
excitation current. In each case the MAMER response contains an 
intrinsic and an extrinsic or weak link peak which are resolved, with the 
exception of case (d). The effect of magnetic field is to broaden the extrinsic 
peak and move it to lower temperatures. A similar effect was observed with 
regard to the current. 

We have modeled the results of the MAMER experiment, taking into 
account the behavior of both intrinsic and weak link responses. (This 
model also applies to the MAMMA experiment.) The conceptual approach 
and results will be described briefly here; for more details, the reader is 
referred to reference 8. It was assumed that the sample was electrically 
equivalent to a parallel array of inequivalent Josephson junctions, each 
characterized by a different value of Ho, the field which produces a single 
quantum of flux in the junction. The distribution of the values of Ho was 
assumed to be Gaussian because the method of sample preparation was 
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expected to yield a Gaussian distribution of grain sizes. Since the junctions 
were presumed to be formed by the interfaces between grains, it followed 
that the distribution of junction sizes and hence Ho should also be 
Gaussian. A quadratic temperature dependence for the critical current 
was used and the MMR signal was thus calculated using a simulation of 
the dependence of the intrinsic resistance vs. temperature in the region of 
T c. The mean and variance of the Ho distribution, as well as the critical 
current at T = 0 (assumed to be the same for all junctions) were adjustable 
parameters. 

A comparison of the data in Fig. 11 and the corresponding model 
spectra in Fig. 12 indicates that the model simulates the general behavior of 
the weak link peaks relative to that of the intrinsic peaks for different 
magnetic fields. In particular, the model correctly predicts that the weak 
link peak shifts to lower temperatures and broadens with increasing field 
and current. It also correctly shows that the peak height decreases with 
increasing field. 
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Fig. 12. Calculated field dependence of the MAMER response of EuBa2CUa07_y using a 
current of 5 rnA 
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Other types of granular samples, particularly thin films, can exist in 
which the distribution of weak links is much different from that used in the 
preceding study. The corresponding MAMMA and MAMER spectra can be 
dramatically different. 

Previously we discussed the MAMER response of a NbN thin film 
(Fig. 3). The film is non-granular and the MAMER response is a single 
sharp peak arising from the intrinsic superconducting transition located at 
15.3 K. Note that the MAMER spectrum is a derivative of the resistance 
curve. We have never observed such a clean response in any of the thin 
films of cuprate oxide superconductors whether prepared in our laboratory 
or provided by other researchers. A particularly good example of a poor 
thin film is shown in Fig. 13 for a Bi-Sr-Ca-Cu-O sample deposited by laser 
ablation on a MgO substrate. Judging from the microwave resistance 
curve, an intrinsic MAMER peak should be observed at 87 K. Instead a 
broad peak located at 78 K is seen. The MAMER response is not propor­
tional to the temperature derivative of the resistance and the entire 
response arises from weak links in this highly granular film. An example, 
noted previously, of a sample where both intrinsic and weak link features 
are present is seen in Fig. 4 which depicts the MAMMA response of a laser 
ablated film of Bi-Sr-Ca-Cu-O deposited on a Zr02 substrate. A small 
intrinsic peak observed at 87 K corresponds well to the inflection in the non­
modulated microwave absorption, while the bulk of the signal at tempera­
tures below 80 K is associated with weak links. 

CONCLUSION 

MMR techniques offer some unique advantages for characterization 
of superconductors. Foremost is the ability to separately record the intrin­
sic superconducting phase transition and effects due to sample granu­
larity. This is important because in some cases (high temperature super 
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Fig. 13. MAMER response (dotted) and dc resistance (solid) vs. temperature of a 
Bi-Sr-Ca-Cu-O thin film on MgO substrate. 



conductor "epitaxial" thin films), it is difficult to detect granularity by other 
methods. This same advantage extends to single crystal samples with the 
additional benefit that the orientations of weak link structures can be 
inferred. 
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mGH-FIELD AC SUSCEPTOMETER DESIGN FOR MEASUREMENTS OF 

SUPERCONDUCTING SINGLE CRYSTALS AND RESULTS 

INTRODUCTION 

M. Nikolo and A. M. Hennann 

Physics Department, 
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Boulder, Colorado 80309-0390 

The use of ac induction techniques involving ac mutual inductance bridges and variances 
thereof have been discussed in detail in Section I of this volume. As has been emphasized in 
Section I and elsewhereI-3, a wealth of infonnation can be obtained from measurements of the 
complex ac magnetic susceptibility, Xac(H,T)=x'(H,T)-iX"(H,T) where H is the total magnetic 
field acting on the sample and T its temperature. Examples of the utility of these measurements 
involving topics of current and significant interest are: (a) the study of the "loss" peak as 
demonstrated by a peak in plots of XH"(T) vs. T and its relationship to the onset of magnetic 
irreversibility4,5 and (b) the dependence on the frequency of the ac measuring field of the nonnal 
to superconducting transition temperature, Tc' as manifested by the change in XH'(T). Studies of 
this frequency shift allows one to detennine pinning energies involved in thennally activated flux 
motion occuring in single crystals and multigrained bulk samples I ,6. 

In both of these types of measurements, one needs to operate with applied fields in excess 
of the lower critical magnetic field Hel (T) in order to study the effects of flux creep and flux flow 
upon xac(H,T). In the case of single crystal samples this requires the capability of using 
relatively large ac measuring fields, Hac=Hoe-iCllt with IHoI .. 102-103 Oe. Magnetic fields of this 
order of magnitude exceed the capability (0.01-10 Oe) of currently available commercial ac 
susceptometers. In this article we discuss design criteria used, and fabrication techniques 
employed, to construct an ac susceptometer for studies of single crystals with the capability of 
using measuring fields as high as 500 Oe. 

MEASUREMENT PRINCIPLES 

Measuring the induced voltage with a lock-in amplifier the real, X', and the imaginary,x", 
parts of the complex ac magnetic susceptibilty can be separated. A classical susceptibility setup is 
shown in Figure 1. Here an alternating magnetic field is generated by a solenoid that serves as 
the primary coil in a transformer circuit. The solenoid is driven with an ac current source with 
variable amplitude and frequency. 
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Figure.I. Classical schematic of an ac susceptometer. 

Two identical sensing coils are positioned symmetrically inside the primary coil and serve 
as the secondary coils in the measuring circuit. For clarity the primary and pick up coils are 
shown separately in Figure 1. The two sensing coils are connected in series opposition in order 
to cancel the voltages induced by the ac field itself or voltages induced by unwanted external 
sources. The stepping motor, a feature used mostly in commercial designs, moves the sample 
holder from the center of one to the center of the other sensing coil. 

When a sample is placed within one of the sensing coils, the voltage balance is disturbed 
and the measured voltage is proportional to the amplitude of X, the first harmonic of the ac 
susceptibility of the sample, and several other parameters v = (lIa) VfHaX, where a is the 
calibration constant, V is the sample volume, and Ha and f are the magnitude and frequency of 
the applied magnetic field. 

First, one has to decide how large an ac magnetic field is needed to be generated inside the 
primary coil and what is the maximum desired, driving frequency. The long solenoid 
approximation for the magnetic field, B, inside the solenoid, B = 1loNI/l, where Ilo is the 
permeability of free space, N is the number of turns, I is the length of the solenoid, and I is the 
current, can be applied. 

Once the maximum required current is determined, a suitable current source together with 
the frequency generator have to be selected. The total impedance of the primary coil will be the 
underlying factor in selecting the proper cuurent source. Assuming that we can neglect the 
capacitive coupling, Z, the total impedance is Z = (R2 + (o>L)2)1/2. Here R is the resistance, L is 
the self-inductance of the coil, and 0> is the angular frequency of the driving ac field The long 
coil approximation can be used to estimate the self-inductance L = 1loN2A/l where A is the area of 
a single loop. 
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It becomes obvious that in the attempt to increase the magnetic field, B, by increasing the 
number of turns, one also increases the self-inductance, L, by an even faster rate. This, in turn, 
reduces B by reducing the current in the coil. Therefore in the attempt to increase B, it can 
actually be reduced. This consideration can be ignored for the design of a low field ($10 Oe) 
susceptometer where the current source limitations are not serious. But for ac fields in the region 
of several hundred oersted, this becomes a formidable obstacle. One way of resolving this 
problem is to connect a power amplifier to the ac current source. 

Knowing the maximum field desired, one gets an approximate idea of the maximum 
current needed given the approximate dimensions of the coil. The length/diameter ratio should 
always be at least 2, in order to maintain an acceptible degree of uniformity of the field inside the 
coil. Another issue is the choice of the wire diameter for the coil. Obviously, the larger the 
diameter, the higher the current and therefore the possible field, but at the same time, the smaller 
the number of turns per layer possible and therefore the larger the volume that the coil fills, an 
important considertation when overall dimensions are a key factor. 

In designing the coil configuration, one can quite accurately calculate the voltage signal 
obtained given the coil geometry, the applied field and frequency, and the sample volume7. This 
can give one an idea in advance of how carefully the coils will need to be balanced to sense the 
induced voltage due to the sample; in another words, the system's sensitivity can be accurately 
estimated. Also, see discussions by Salas and Rillo in this volume. 

For the sensing coils, one should strive for dimensions such that the sample volume is not 
negligible compared to that of the coil volume. This is because the pick-up voltage is measured 
by comparing the flux displaced in one coil against the flux present in the empty, balancing coil. 
One can have exactly the same number of tums on each coil such that the resistances are the 
same, but any slight imperfection in the winding will change the self-inductance of each coil and 
therefore the balance. Winding the coils with a very thin wire, remains an art form, especially if 
one tries to wind many layers without any imperfections and a small residual voltage will be seen 
by the lock-in amnplifier. 

One can try to compensate the imbalance by inventing a number of methods to improve the 
balance of the coils. The most effective one is to use a stepping motor and to subtract the upper 
and lower coil signals to obtain the net sample signal. But this design is not always practical for 
it is material and labor intensive. A simpler method of balancing the coils is to connect a variable 
ratio transformer across the two sensing coils with the variable center tap connected where the 
two sensing coils are connected in series opposition. The balance point can change as either 
temperature, applied magnetic field, or frequency is varied and one has to be very careful. 
Another method is to use the nonuniform, decreasing field at the ends of the primary coil. By 
sliding the primary coil slightly along the two sensing coils, one can obtain a better balance. 

A HIGH-FIELD AC SUSCEPfOMETER FOR SINGLE CRYSTAL MEASUREMENTS 

The design of a high-field ac susceptometer for the measurement of single crystals is 
shown here. The average lateral dimension of single crystals to be investigated is 1 mm, and 
therefore an extreme sensitivity is desired. Figure 2 shows the dimensions of the sample holder, 
limited by the size (1.6 x 3.2 rom) of the smallest miniature temperature diode found (LakeShore 
DT-450). To maximize the sensitivity, the smallest possible dimensions are selected and the 
sample holder is designed around the size of the diode. 

A Stanford Research Systems Lock-in amplifier, SR-530, is used to detect the signal from 
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Figure 2. Schematic of a miniature sample holder. 

the pick-up coils. The temperature is maintained using an Omega CYC91 controller. A nichrome 
heater coil (32 AWG. LakeShore) is folded in half and twisted to eliminate it's magnetic effects. 
Its current is of the order of a few milliamps and less compared to the current driving the primary 
coil which is several orders of magnitude larger. The primary coil is driven with a California 
Instruments 3213K high power constant rms current source. 

The sample holder is attached to a quartz tube with 4 mm OD. A 9-pin connector was 
attached at the other end of the quartz tube with 2 connections for the nichrome heater wire and 4 
connections for the DT -450 temperature diode. The pick-up coils are wound with a 42 A WG 
(0.003 It diameter) wire in 6 layers and their ID is 5 mm. The total number of turns in each pick­
up coil is 670. 

Figure 3 shows the dimensions of the primary and pick-up coils. The pick-up coils are 
wound on a coil form made out of 0-10 plastic. The upper end of the form is attached to a quartz 
tube. The primary coil. wound separately on another coil form, is slid over the secondary coils. 
The primary and secondary coil configuration. attached to the quartz tube. can then be inserted to 
a liquid nitrogen bath and the sample holder tube is inserted inside the lower pick-up coil. Since 
the coils are immersed in liquid nitrogen and separated from the sample heater. they remain at a 
constant temperature and therefore a voltage drift due to coil expansion is avoided. 

Given the dimensional parameters. the calibration constant; <X, is calculated to be 1.28 
(SI)7. Assuming a voltage resolution of 10-7 volt and a measuring ac magnetic field of 100 Oe. 
at 1000 Hz. gives a practical sensitivity of 1.28 x 10-8 emu. This design allows ac magnetic 
fields as large as 500 Oe (rms). 
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SINGLE CRYSTAL RESULTS 

Figure 4 shows the data obtained for a Tl2Ba2CaCu20x single crystal at an applied ac 
magnetic field of 100 Oe (rms) and at three separate driving frequencies. The size of the crystal 
is approximately 1.5 x 2.0 mm across and about 30 j.lIIl thin, Only the real part of the 
susceptibility, t, is observed here. The imaginary part, X", producing a considerably smaller 
signal than that of the real part, could not be separated from the background signal. 

The real part of the susceptibility shows a sharp drop at the transition temperature that 
depends on teIilperature, the field amplitude and frequency. As frequency is increased, the 
transition drop moves to a higher temperature. Figure 4 shows a typical frequency shift for an 
applied field of 100 Oe rms. The measured x' signal is larger for higher frequencies. The figure 
is normalized such that at low temperature x' susceptibility is the same for all frequencies. Here, 
we are only looking for the temperature of the midpoint of the transition drop and this 
normalization of t will not affect it. 

As a reference point for specifying the temperature shift, the midpoint of the drop. TO. is 
used. The frequency induced shift in transition temperature increases as the applied magnetic 
field is increased from 15 Oe to 200 Oe. The frequency shift is as large as 15 K per frequency 
decade in a field of 200 Oe rms in the hetz to kilohertz frequency range at which the experiment is 
performed. It is assumed that giant flux creep is observed here. 

Since the hopping rate is proportional to the time derivative of the measuring, or driving 
field, the hopping rate will be proportional to the driving frequency of the ac field signal. 
Therefore the experimental data is modeled by the Arrhenius-like expression f=fOexp( -EalkTO}' 
Here Ea is the thermal activation energy, k is the Boltzmann's constant, f is the driving 
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Figure 4. Real part, t, of ac susceptibility versus temperature at 
several frequencies for a ~B~CaC~Ox single crystal. 

frequency, and fo is a tenn proportional to the characteristic hopping frequency. The activation 
energy Ea is given by Ea=U -FV d where F is the Lorentz force, V is the flux bundle volume, and 
d and U are the effective width and height of a pinning potential barrier at F=O. 

For each measuring magnetic field a linear fit of In (f) vs. UfO is obtained by 
interpoltation. Typically, the fit is a result of about five data points. The activation energy is then 
computed from the slope of the various fits as a function of the applied measuring field6. The 
energies vary from 288 meV at 15 Oe to 25 meV at 200 Oe. It is estimated that the accuracy of 
the energies quoted is ±5% from the fit of In (f) vs Iff 0 for each field. For fields smaller than 15 
Oe, the frequency shift is no longer apparent i.e., there is no observable flux creep. This enables 
one to estimate He! at about 100 K to be approximately 10 Oe. 

The activation energies are quite small compared to the integranular energies reported by 
one of the authors (M.N.) previously!. Thus it takes very little energy, especially at higher 
fields, to depin the flux bundles at temperatures of measurement close to Te. At a given 
temperature, higher frequencies allow less time for flux to penetrate the crystal. This tends to 
improve its shielding capacity. In other words, at a higher frequency the critical state field profile 
has less time to relax and therefore the effective pinning force density increases with increasing 
frequency. In this regime one is approaching the crossover from flux creep to flux flow. The 
strong frequency dependence means that a considerable millisecond flux creep is observed. A 
more detailed analysis of the single crystal data is presented in a separate paper€i. 

SUMMARY 

We have discussed the principle of measurement of ac susceptibility and applied it to a 
design of a simple, high-field ac susceptometer with sufficient sensitivity to detect a signal from 
single crystals. Various aspects of the design geometry were examined and optimal features were 
selected. We have demonstrated that single crystal ac susceptometer data can be useful to study 
flux creep and flux flow effects, and have shown how flux creep activation energies can be 
measured by the ac susceptibility method. 
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BALANCING COILS FOR 10 MHZ SUSCEPTIBILITY SIGNALS 

INTRODUCTION 

W. L. Hults and J. L. smith 

Los Alamos National Laboratory 
Los Alamos, New Mexico 87545, USA 

The de Haas-van Alphen (dHvA) effect is the low 
temperature oscillatory magnetization of a metal in a high 
magnetic field. Analysis of the oscillations yields such 
information as the cross sectional area of the Fermi surface 
extrema, the effective electron masses for extremal areas, and 
the electron scattering rates (or mean free paths) for the 
electron ~rbits of these areas. In the early fifties, 
Shoenberg pioneered the use of a pair of balanced pick-up 
coils, with a sample in one coil, in pulsed magnetic fields to 
measure the dHvA effect in the highest possible magnetic 
fields. The oscillations in these approximatel~ 10 Tesla (T) 
fiel~s were detected at a frequency of order 10 Hz. Recent 
work to measure the Fermi surface parameters of YBa2Cu306.97, 
a high temperature superconductor in fields to about 100 T 
produced oscillations of order lot Hz. At these frequencies, 
we found that new ways had to be developed to balance coils 
because the capacitive reactance dominates. In this paper we 
describe the problems, our solutions, and the experimental 
results from our coils designed to operate at these higher 
frequencies in a system where it must work the first time. 

YBa2cu306.97 has a superconducting transition temperature 
in zero magnetic. field of 93 K. If the Giniburg-Landau 
relationship is assumed, dHc2/dT = 1.7 T K- ,it suggests that 
Hc2 (T = 4.2 K) is in excess of 100 T. However, the value of 
Hc2 has not been established to our satisfaction. The 
question of working above or below Hc2 often arise~, but it is 
clear that dHvA signals can be observed below Hc2. Thus 
there is no need to discuss this very interesting question for 
these proceedings. 

EXPERIMENTAL SITUATION 

High temperature superconductors have fairly high normal 
state electrical resistivities, which means a short mean free 
path for the electrons at low temperatures. The dHvA 
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Fig. 1. Typical magnetic field pulse as a function of time. 
The coil was usually destroyed at ~80 microseconds and 
the remainder of this curve was extrapolated. 

requirement that an electron in a cyclotron orbit should 
roughly complete one circle before being scattered suggests 
the use of very high magnetic fields. Explosively driven 
pulsed magnetic fields in the 100-200 T range can be produced4 
with half widths of about 20 microseconds as shown in Fig. 1. 
The fields are produced in a one-turn magnet made of a brass 
block (5 x 5 x 7.6 cm) with a 1.6 cm hole in it. Temperatures 
down to about 2 K can be provided by pumping liquid helium 
through an orifice in vacuum-jacketed glass tubing from a ~ K 
helium reservoir in a 2-liter glass liquid nitrogen dewar. 

The compound YBa2Cu306.97 was ground to an average 
particle size of less than 10 micrometers and stirred into 
epoxy that was then cured in a 4.2 T magnetic field at room 
temperature. This process resulted in a dispersion of 
particles in cured epoxy which have their c-axis alligned in 
the direction of the magnetic field and thus allowed the Fermi 
surface extrema in the a-b plane to be measured. Analysis by 
x-ray diffraction of the samples showed alignment of the c­
axis to better than two degrees. These small particles are 
insulated from each other which: allowed a2 estimate of their 
temperature rise from eddy current heating (less than 0.2 K); 
permitted the field to penetrate between th; particles; and 
permitted fields changing at the rate of 10 Tlsec to 
penetrate into the particles. The epoxy sample was machined 
into a 1 mm dia. x 6 mm rod. In accordance with Chap. 3 of 
Ref. 1, the signal was estimated to be in the range of 0.01 to 
0.10 V for a sample diameter of 1 mm and a 100 turn coil wound 
directly onto the sample. The pulsed field induces a voltage 
of about 1 kV across such a coil; this prohibits a second 
layer of turns because a potential of 2 kV between layers 
would result. High voltage insulation, as such, would lack 
geometric precision. These considerations required that a 
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Fig. 2. Pair of detection coils prior to final balancing. The 
length of the last turn was adjusted (the loose lead 
is shown) to match the electrical characteristics of 
the coils. The top, black coil is epoxy filled with 
oriented superconductor particles. 

balance between the sample coil and the c2mpensating (pure 
epoxy) coil must be at least 1 part in 10 . 

The limited dynamic range of fast analog-to-digital 
converters made impossible the alternative approach of 
recording the signal from each coil and subtracting them 
later. Thus, the coils must be connected in opposition and 
only their difference recorded. No signal averaging was 
possible as the experiment destroys sample, coils, and dewar. 
Thus techniques had to be developed that would reproducibly 
balance the coils. 

EXPERIMENTAL DEVELOPMENT AND RESULTS 

Initially, we used a large homogeneous modulation coil 
driven by a lockin amplifier through a power amplifier with 
our sample coils positioned in the center. The capacitance in 
the modulation coil prevented useful fields as we increased 
frequency. After some wasted time, we realized that it was 
adequate to match the resistance, capacitance, and inductance 
of the coils using an HP 4275A LCR Meter operating at 4 MHz. 
It was then obvious that the pure epoxy and superconductor­
filled epoxy must be machined to match with great precision. 
We have found that the two 1 mm diameter, 4-5 mm long rods 
could be matched in diameter, taper, and roundness to about 10 
micrometers using a large shadowgraph at SOx magnification for 
physical inspection and sorting through many rods. 

About 90 turns of 30 micrometer diameter copper wire with 
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Fig. 3. Solid line is the signal output from the passive 
filter where the time dependence has been eliminated 
so that it is plotted as a function of the inverse of 
the applied field. The dashed line is the sum of the 
three bottom curves which represents a fit to the 
signal with frequencies of a 0.53 kT, 0.78 kT, and 
3.51 kT (from Ref. 2). Thus the top curves represents 
the measured (solid) and calculated (dashed) curves. 

Beldure insulation were then wound on each rod and fastened 
with a hint of heavily thinned GE 7031 varnish. The signal 
leads of 120 micrometer insulated copper wire were twisted, 
put in woven fiberglass spaghetti, and connected to the 
twisted coil leads that were tied down. The other ends of the 
coils were connected together and a light coat of stycast 1266 
epoxy was put over all but the last few coil turns. This 
stage in the coil assembly is shown in Fig. 2. The final 
matching was achieved by adjusting the last turn of one coil 
while measuring L, C, and R of each coil sequentially. Then 
the end was epoxied to secure all of the loose wire while 
allowing for the curing and shrinking of the epoxy which 
predictably shifts the inductance down a few parts in 104 . 
Typical values for each finished coil were L = 4 microhenries, 
C = 400 picofarads, and R = 4 ohms; the coils were identical 
in all respects to 0.2%. Cooling the matched set to liquid 
nitrogen temperature resulted in L increasing and C decreasing 
by 1% each but with no change in their matching. In general, 
we avoided thermal cycling until cooling for the actual 
experiment. 

Tests of matched coils on pure epoxy in the pulsed field 
showed an overall compensation to typically within one half of 
a tqrn with the coils, twisted leads, high-pass filter, 15 
meters of co-axial cable, and a terminator in the system. The 
use of a 0.5 MHz high-pass filter allowed us to eliminate 
almost all of the magnetic field generator noise but passed 
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the useful signals. This lowered the balance condition from 
the 1 part in 10 mentioned earlier. A typical filtered 
signal after the peak field is shown in Fig. 3; the time 
variable has been eliminated using the field calibration 
obtained from integrating the output of a small uncompensated 
coil. The plot was made as a function of the inverse of the 
applied field because dHvA oscillations are periodic in B-1 
The fast pulses just below 0.011 T- are a high-frequency 
characteristic of the generator that always appeared just 
after peak field. 

The dashed curves are the results of a Lifshitz-Kosevich 
fit to three different pieces of the Fermi-surface derived 
from the T = 2.3 K solid-line experimental trace as discussed 
in Ref. 2. For our purposes here, it sufficed to sum the 
three dashed curves (with their arbitrary zero offsets) and to 
plot the upper dashed curve on top of the data trace for a 
comparison of experiment and theory. With increasing time, 
the field decayed through radiation, as well as coil 
deformation and breakup; it is obvious that the goodness of 
the fit deteriorates at larger values of B-1 • Nonetheless, it 
is clear that a signal coil was adequately compensated in the 
10 MHz range by a matched empty coil for use in a fairly harsh 
magnetic environment. 
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REVERSIBILITY LINE MEASUREMENTS IN A SQUID 

WITHOUT SAMPLE MOVEMENT 

ABSTRACT 

A.R. Perry, A.M. Campbell 

IRC in Superconductivity 
Madingley Road 
Cambridge, U.K. 

The standard method of measuring magnetisation with a SQUID magnetometer 
involves moving the sample between the measuring coils. The inhomogeneity of the 
magnet field can cause the hysteresis loop to collapse in hysteretic materials and will 
upset the flux distribution in flux creep measurements. Two ways are described for 
determining reversibility lines more accurately than can be done from the standard 
magnetisation curves. In the first, a standard scan is used but sophisticated signal anal­
ysis of the response is used to detect magnetisation changes caused by inhomogeneity 
in the magnet field during the scan. In the second technique, the sample sits in a small 
copper coil which is used to impose a small ripple field on the steady field of the mag­
net. A compensating coil minimises direct interaction of the drive field with the SQUID 
and the magnetisation of the sample is measured directly from the SQUID output. It 
was found that very large drift occurs in this output, which is normally removed by 
the instrument software before the results are presented. This had to be removed to 
get significant answers. When this was done there was a clear difference between the 
reversibility line l as measured by D.C. magnetisation and that observed by this method. 

STANDARD MEASUREMENT USING A SQUID 

A SQUID magnetometer consists of three essential elements: 

1. A source of a uniform dc magnetic field. 

2. A system of 'pickup' coils within which the sample is moved. 

3. A SQUID sensor which measures the current in the 'pickup' coils. 

The current in a super conducting pickup coil changes in step with flux moving 
in and out. The flux motion in the coil is reduced when the dipole magnetic source is 
further away from the coil. When a point magnetic source is a distance x along the axis 
away from a coil of radius Re, the signal in the coil is proportional to Sc(x) 

(1) 

1 see section I of this volume 
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The coil configuration used in most SQUID systems is called second differential 
because of the shaped response it provides. The configuration has a central coil and an 
additional coil on each side of the central coil. The central coil has twice as many turns 
as the outer coils and is wound in the opposite direction. A sketch of the configuration 
and the signal response along the displacement path is shown in figure 1. With the coils 
spaced a distance Dc apart, the total signal in the wire of the configuration is 

S(x) = IF [-Sc(x - Dc) + 2Sc(x) - Sc(x + Dc)] 

-1 

+2 

-1 

Rc = 
Dc 

9.7 mm 
15.2 mm 

Figure 1 
A sketch of the pickup coil configuration and a trace of its 

sensitivity to a coaxial dipole. The parameters Rc and Dc 
corre~ond to those of the magnetometer used. 

(2) 

This configuration is frequently chosen because the sensitivity to magnetic dis­
turbances decreases very rapidly with distance and provides good rejection of external 
fields. 

Short scan length requirement 

Superconducting magnets are designed to have a constant field strength in the 
central region. The MPMS 2 magnet, for example, has variations of the order of 10-5 of 
the ambient field. This is sufficient for variations to be less than 1 mT in the high field 
regime. This is sufficiently small to ignore in most applications, but not for measurement 
on hysteretic superconductors. 

In order to measure the value of Jc of a sample, the amount of flux that can be 
pinned is measured. The amount of pinned flux is generally found as the difference 
between the upper and lower limits of the major hysteresis loop. Jc decreases with 

2 Manufactured by Quantum Design 
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increasing field, reducing the difference between the two measurements, leading to small 
hysteresis amplitudes ~ 1 mT in high fields. 

When the hysteresis becomes comparable to the variation in ambient field during 
a scan of the sample, the pinned flux will be moved in and out of the sample during 
the scan, ie the displacement of the sample, resulting in an apparent loss of hysteresis. 
This limits the ability of the magnetometer to detect Je well before the limits imposed 
by the SQUID sensor sensitivity. 

It is possible that many reports of an unpinned flux liquid in the literature are due 
to the inhomogeneity effect of the magnet. We have made measurements of the field 
inhomogeneity of our magnet and the effects on magnetisation measurements have been 
published[l]; subsequently Quantum Design published a Technical Advisory Note[2) to 
cover this point. 

The magnet field shows less variation in the central region so that the sensitivity 
to hysteresis can be improved using shorter scan lengths. From a 60 mm scan length, 
that can show all three peaks of the response function, a move to 30 mm should give 
a factor of 10 improvement in sensitivity to hysteresis. For 20 mm and shorter scans 
there is a more significant problem in setting up the position of the sample to be in the 
centre of the scan. 

Hysteresis information from DC results 

The data was analysed by assuming that the response can be split into four func­
tions, Sl to S4. The functions were assumed to take the same shape for all fields and 
temperatures in a given sample, but to vary in amplitude. Initial shapes of the functions 
were guessed and a linear regression used to find their amplitudes for each response in 
the run by minimising the residual errors. 

The total error from all the responses was found by summing all the individual 
residual errors. The function shapes were then adjusted by a gradient descent regres­
sion, changing each of the points in them by a small amount and repeating the linear 
regression. The process was repeated until the total error was reduced to the minimum 
possible. In this way the shapes and amplitudes of the relevant functions which con­
tributed to any of the response curves could be determined independently of the initial 
assumptions about them. This also results in a major reduction in the noise. 

The functions which appear from this analysis have the following physical inter­
pretations. 

Sl A clean response function for a point source sample as in figure 1. The amplitude 
of this function is proportional to the average magnetisation M during the scan. 

S2 Has the shape of the derivative of the response function with respect to sample 
position in the scan. The effect of combining some of S2 with Sl is to move the 
apparent position of the sample. The occurrence of S2 is explained by move­
ment of the sample in the course of the experiment due to continuous thermal 
contraction of the the sample mount. 

S3 Has the same shape as the response function of the empty sample carrier. The 
sample carrier moment varies differently with temperature and field from the 
sample moment. This allows its response to be separated from that of the sample 
and subtracted from it. 

S4 An unusually shaped response function which is caused by variation in the mag­
netisation M during the scan as the sample cycles through a minor hysteresis 
loop during the measuring scan, as described by Blunt[l). 

Other functions such as those for quadrapole moments have not been detected in 
the small samples normally used. 
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Example Analysis 

A sample of sintered Y Ba2Cu307_6 was measured using the MPMS system with 
a short scan length of 34 mm at a temperature of 77 K. The scan length is close to 
the lower limit for reliable operation unless custom software is used. The difference in 
magnetisation between the increasing and decreasing field 6.M(H) = M(H L) - M(H i 
), referred to as hysteresis and is shown in figure 2, shows the flux pinning potential of 
the material decreasing into noise before the field reaches 4 T. This conflicts with ac 
experimental results[3J, where the hysteresis continues to about 9 Tat 77 K. 

1.0E-03 Y8CO Sample 

2 3 4 5 
Field (T) 

Figure 2 
Apparent reduction in the hysteresis of the sample at 77 K 

Signols Results 

(b) 

0.8 0.8 

0.6 0.6 

0.4 0.4 

0.2 0.2 

0 0 
5 10 15 -4 -2 0 2 4 

Figure 3 
Component of results corresponding to Sl. Left is the signal 
shape detected during the scan, right is the amplitude, which 
is proportional to magnetisation. As in figure 2, the value is 

zero for magnetic fields above 4 T. 
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Figure 4 
Component of results corresponding to S4. Left is the signal 
shape detected during the scan, right is the amplitude, which 
is proportional to minor hysteresis loop during scan. Unlike 

figure 2, this has a non-zero value in entire range. 

4 

The first function detected, shown in figure 3a, is characteristic of S1. The asso­
ciated amplitudes, shown in 3b, are the same as the results used to generate figure 2. 

The second function, shown in figure 4a, is S4 due to the sample magnetisation 
changing during the displacement. S4 is caused entirely by hysteresis since the change 
in reversible magnetisation during the scan is much smaller. The sign of the amplitude 
in figure 4b is determined by the sign of the mean magnetisation. Up to about 3.5 T, we 
get different values for increasing and decreasing fields corresponding to the hysteresis 
in the magnetisation curve in figllre 3. Above this value, the measured magnetisation 
is the same for increasing and decreasing fields so only a single curve appears in figure 
4b. However, the fact that the signal appears at all shows that the sample is being 
put around a minor hysteresis loop during the scan and that the reversibility line is 
therefore well above the fields where the magnetisation hysteresis reaches zero (figure 
2) and cannot be reached at 77 J( in this apparatus. The amplitude can be seen to 
be reducing at higher fields (and linear extrapolation gives a reversibility field of 9 T 
at 77 K). 

Although this is a sensitive detector of hysteresis, the amplitude of the hysteresis 
depends on the curvature of the field profile of the magnet. This profile would have to 
be measured at each field to get quantitative results. 

STATIONARY SAMPLE MEASUREMENTS 

To avoid the problems involved with moving the sample during measurement, it 
would obviously be desirable to keep the sample stationary while putting it round a 
minor hysteresis loop and retrieve the magnetisation directly from the SQUID output. 

Direct Oscillation of the Magnet 

A small oscillation was imposed on the dc field of the superconducting magnet 
with the same sample as used earlier in this paper. A complex response was seen. 
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Minor loop information was observed, but the results did not change when the 
sample and sample holder were removed from the system. It follows that the response 
was dominated by hysteresis in the magnet, detected by the very small imbalance in 
the SQUID coil configuration. 

Supplementary Coil Technique 

For this type of measurement, the sample was placed in one coil of a probe into 
which a low frequency current was injected. The magnetisation of the sample was 
detected by monitoring the SQUID output. The probe and sample are not moved 
during the experiment. 

The probe consists of a pair of coils wound in series opposition. In operation 
the coils produce a magnetic field with odd symmetry about the centre. An axial 
space allows the sample to be placed in the centre of one of the coils. A sketch of the 
configuration is shown in figure 5. 

1.33 --0 -
Sample 

4.06 , 3 ,93 • ~ , 1~ 

Figure 5 
Two cross-sections of the probe, showing fins 

required for heat dissipation. 

3.38 

The SQUID sensing region has three coils arranged with mirror symmetry. There 
is a peak of maximum sensitivity at the centre of symmetry which is broader than the 
coil probes are long. A sketch of this is shown in figure 1. 

Balancing the Coils 

To minimise the coapling between the drive coils and SQUID, the position of the 
probe was set so that the point of symmetry is in the middle of the central peak of the 
sensor response function. The odd symmetry of the probe field cancels against the even 
symmetry of the sensor responf!e, making the Drive field invisible to the sensor, while 
the sample is still near the mirldle of the peak and is visible. 

The stepper motor responsible for the sample motion during ordinary MPMS 
measurements is used to achieve the balance position. The positioning accuracy of 
~ 2/lm is sufficient for use with small currents in the coils. In order to operate with 
larger currents the central tap between the two coils is available to the electronics. A 
small proportion of the drive current is injected into this tap and alters the magnetic 
balance slightly. This change, generally < 0.1%, will not affect the field seen by the 
sample but is sufficient to provide the necessary fine tuning. 

After coarse and fine balancing, the sample is centred in the magnetic field of the 
main magnet and is also subject to the fields generated by the coil in which it sits. 
Application of current to the coils causes the sample to cycle around minor magnetic 
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hysteresis loops. The instantaneous magnetisation is detected by the SQUID sensor 
superposed on the constant offset that is due to the residual imbalance of the coils. 

Detecting the correct balance position for the coils manually is a time consuming 
operation as the sensitivity of the SQUID sensor requires a very accurate initial posi­
tioning if the most sensitive ranges are to be available. The coil configuration had been 
chosen for ease of balancing, but it was found that a skilled operator could locate the 
correct point to the required accuracy in about 1 ~ hours. A software based search is 
thus used, completing after 10 minutes, to acquire sufficient inforination that a regres­
sion can determine the required position. The fast search can reduce the amount of data 
required by relating its measurements to the known relationship between balance signal 
and position. It chooses the position of the next data point to minimise the uncertainty 
in the regression. 

Probe design 

The size of the coils in the probes is determined by the small diameter of the 
sample space. The coils have an inner diameter of 4 mm and an outer diameter between 
7 mm and 8 mm. Their length is generally about 4 mm and their spacing < 2 mm. The 
volume of the coil contains a varying number of turns of copper wire; different probes 
use different diameters of the wire as the field density to power dissipation ratio is not 
altered by the wire cross section. The cross section is chosen for matching to the power 
supply and for ease of coil winding. 

Large currents are required to investigate samples with a large Jc in order that 
they can be forced around a hysteresis loop. These cause localised heating of the sample 
region of the sample mount. The gas environment in the sample space cannot remove 
heat rapidly leading to increases in sample temperature during measurement. 

In limited temperature ranges, where an inert liquid cryogen is available, the 
sample space can be filled with the liquid and the probe operated within it. This 
provides a much greater capacity for heat removal. 

The main probe body is made from OFHC copper to improve heat removal from 
the sample region. The probe body has four longitudinal grooves cut into the surface 
which increase the surface area for a small reduction in cross section. These fins (see 
figure 5 right) offer a larger area for heat conduction to the gas or liquid surroundings. 
This helps to maintain the sample at a constant temperature during measurement. 

Results from Coil Probes 

Figure 6 shows the magnetisation detected in the standard way using the MPMS 
dc method at 0.5 T for the sample of Y Ba2Cu307. 

The apparatus was not designed for this type of measurement, but the results 
from the standard technique may be compared with the equivalent in phase and out of 
phase components as measured by the stationary coil technique in figures 7 and 8. The 
current amplitude was kept constant. 

The secondary Tc at 60 K is visible in the loss signal but not apparent in the 
moments of the dc results. The oscillation period used for these measurements was 
about 308. 

The problem with acquiring results over large temperature ranges is that the 
sample holder and probe assembly undergoes thermal contraction during the experiment 
and changes the balance condition as seen by the SQUID sensor. The balance condition 
was satisfied near 60 K, a linear correction was used that is appropriate in the range 
up to 150 K. The thermal contraction is not linear at low temperatures resulting in the 
apparent reduction in the real part of the moment below 40 K in figure 7. 
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Standard dc measurement of sample, cooled in Zero Field, 
when warming slowly in 0.5 T applied field. 
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In-Phase component measurement using probe. 

100 

The temperature range between 70 J( and 100 J( was measured, with measure­
ments spanning the range of fields from 0 to 5.5 T to permit the reversibility boundary 
region to be examined. 

The in phase and out of phase signals are shown in figures 9 and 10. These figures 
show a contour map of the signals (with field on the x axis and temperature on the y 
axis) together with a perspective view of the surface. 
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Out-of-Phase conpJonent measurement using probe. 
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Figure 9 
Contour map of the in phase signal from the probe, with a 
view of the project-ed surface. The onset of flux exclusion 

near 90 K is shown in figure 11. 

575 



576 

180 

95 
:>.-

C1J 'J0 
<-
:oJ 
;;; 85 
C1J 

80 0. 

E 
C1J 75 I-

70 
-b -4 -2 I'J 2 4 b 

Field (T) 

Figure 10 
Contour map of the loss signal from the probe, with a view 

of the projected surface. The onset of loss 
B Ret.(T) is shown in fi,e;ure 11. 
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Figure 11 
Reversibility line constructed by inspection of figure 10. 



Edges are visible in both figures, shown by the upper limit of the close contours 
section, which are due to the cessation of hysteretic properties of the sample. The line 
along this edge, shown in figure 11, is the reversibility line for the sample. The two 
points marked on the figure represent the estimates of reversibility derived the standard 
dc magnetisation results in figure 2. The reversibility fields found by this technique 
coincide with those found by the signal analysis technique that resulted in 4b, when 
repeated similarly at different temperatures. 

CONCLUSIONS 

The analysis of the response curve from the moving sample measurements shows 
that hysteresis extends well above the point where the dc magnetisation curves join. 

The use of supplementary drive coils to put the sample round a minor hysteresis 
loop can also be used to derive the true reversibility line and is a sensitive technique for 
getting absolute values of hysteresis at frequencies down to dc. 
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AUTOMATIC TEMPERATURE CALIBRATION DURING SWEPT 

TEMPERATURE MAGNETISATION MEASUREMENTS 

ABSTRACT 

A.R. Perry, A.M. Campbell 

IRC in Superconductivity 
Madingley Road 
Cambridge, U.K. 

Most temperature controllers overshoot when changing temperature, which causes 
major problems in measuring the magnetisation of hysteretic superconductors. Con­
tinuous sweeping avoids this problem but introduces lags between sample temperature 
and the thermometer which vary for different sample sizes and materials. A common 
way to allow for temperature lags is to do the experiment at different sweep rates and 
extrapolate to zero sweep rate. It is shown that this is an inefficient and time consuming 
solution and that a better method is to impose a ripple temperature variation on the 
sweep. The variation of the amplitude and phase of the ripple in the magnetisation give 
enough information for the thermal time constants to be determined at the same time 
as the average magnetisation is being measured. The temperature can be corrected for 
any sample during the course of a magnetisation measurement. In this work, the sample 
is modelled as a single body connected by a thermal resistance to the cold source. 

THE PROBLEM OF SAMPLE TEMPERATURE HISTORY 

The system temperature is controlled by actuators such as heaters, valves and 
pumps. Information from temperature sensors is collected by the controlling system 
which sets these actuators appropriately. Inappropriate use of the actuators can result 
in thermal oscillations and overshoots. Many temperature controllers do not consider 
oscillations and overshoots to be significant and give no indication to the operator that 
they have occurred. 

Estimation of Te and Je of a superconductor by magnetic methods is normally 
performed by estimating the shielding current flowing around the material. If the sample 
temperature overshoots during a measurement of Te , magnetisation results show a loss of 
superconductivity on returning to the set temperature. If the sample is not completely 
cooled when a measurement of Je is started, the depressed superconductivity during the 
calibration at the beginning of the experiment causes the results to show an increase in 
Je later in the experiment as the sample cools. 

It is thus very important to stabilise the system temperature prior to starting an 
experiment and to maintain smooth control of it throughout. One way around this 
problem is to ramp the temperature continuously. However, this introduces a different 
form of error that is due to thermal lags between the sample and the temperature sensor. 
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A TECHNIQUE FOR CONTROLLING TEMPERATURE: DRIFT MODE 

There are so many problems in accurately controlling the sample temperature 
that an alternative approach is often taken. The cryostat is set to gradually change 
temperature by fixed heating and cooling actuator settings. The system moves towards 
the desired temperature and will continue past it. It does not stop or change direction. 
This means that stranded magnetisation states and the problems associated with them 
are avoided. 

MPMS, the SQUID magnetometer product of Quantum Design, can perform such 
Drift Mode measurements. The operator must determine the appropriate actuator 
settings manually, a mechanism which offers minimal control of ramp rate. 

Gross variations in the thermal properties of the cryostat system require that 
actuator settings vary with temperature region in order to keep the drift rate within 
reasonable bounds. The effect of changing drift rate during an experiment and the sub­
sequent difficulty in estimating sample temperatures led us to develop a more powerful 
Drift Mode. In this version, the temperature remains under active control but the tem­
perature setpoint is smoothly ramped through the range of interest. When the ramp is 
started, stranded magnetisation states are initially encountered. As the ramp proceeds, 
the temperature will pass that of the stranded state, unstranding it. The controller 
settles to a moving target as easily as to a stationary one, so after the usual settling 
time the sensor temperature ramps smoothly at a controlled rate. 

This extended drift mode leads to a more even distribution of results through 
the temperature range and eliminates the inadvertent destruction of the cryomagnetic 
history of the specimen. 

MULTIPLE RATE DRIFTING - AN EASY AND INEFFICIENT SOLUTION. 

The thermal response of the equipment changes as the heat capacities and conduc­
tivities vary with temperature. If the system behaves linearly then the relevant theory 
described by Richards[!] may be applied. In practice this means that the different com­
ponents of the cryostat must be closer together in temperature than the difference over 
which the thermal response changes. The variation of the thermal response can then be 
considered a background and safely ignored. In this case, the thermal parameters of the 
system can be expressed as a set of time constants which are independent of thermal 
history, even though they may still vary strongly with temperature range. 

Assuming this independence criterion, results obtained by performing drift mode 
experiments at different thermal ramping rates r may be combined. Assuming the 
ramping temperature to be locally linear with time, the transfer function from the 
sensor to the sample can be replaced by a simple time lag T. 

T. en• or = T. y • tem 

= To + r(t - to) 

T.ample(t) = T.en.or(t - T) 

= T.en.or(t) - rT 

(1) 

For two measuring scans with different ramp rates, the value of T delays the 
readings differently. For small sections of the data at each temperature the results from 
different scans can be compared to determine the apparent temperature difference for 
equivalent features. 

Such a technique can successfully operate with, for example, a superconducting 
transition as shown in figure 1. Close inspection shows that the curves have apparent 

580 



Tc's of 92.3 and 98.0 ± 0.1 K for drift rates of 0.1 and 1.0 K/min respectively and thus 
the sections near Tc will superimpose if displaced by 5.7 K. 

From (1) 

T.ample = Tl - rl T 

= T2 - r2 T 

thus 

t:J.T 
T=--­

r2 - rl 

where t:J.T = T2 - Tl 

(2) 

In this case, the two drift rates rl, r2 were 0.1 and 1.0 K min -1, which for t:J.T = 98.0 -
92.3 K yields a local T = 6.3 ± 0.2 min. The Tc of this test sample of Y Ba2Cu307-8 is 
thus actually 91. 7 ± 0.2 K in a magnetic field of 1 T. 
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90 100 

Magnetisation of a sample on warming in a 1 T field, two 
curves result from different warming rates. 

In figure 1 a small sample of a pure superconductor yielded two smooth clean 
curves. The sample was not remoyed or in any way changed between the runs in or­
der that shape factors, scan length adjustments and other problems remain unaltered 
between the two measurements. T can be estimated graphically over the whole tem­
perature range. Since we have a 1 : 1 mapping between M and T, the results can be 
reversed to show T(M) and the difference between corresponding temperatures found. 
Such a plot of TO.l (M) - T1.O (M) = t:J.T( M) is shown in figure 2 where the trend of !::J.T 
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Figure 2 
The difference in temperature, for equivalent magnetisations, 

between the two curves shown in figure 1. 

increases from 3 to over 5]{ as the magnetisation reduces across the temperature range 
investigated. 

This useful technique is not usually possible on commercially available cryostats 
due to restrictions imposed by their temperature controllers, although on some magne­
tometers careful artificial restructuring of the time constants used by the temperature 
controller can give the desired effect. Reliance on recognisable sharp features within the 
magnetisation results leads to poor performance where the magnetisation variation is 
smooth. The operator can then only compare the values of r for similar samples and 
other temperature ranges and approximate to the true value. 

The multiple scan method is inherently inefficient. In the above example the faster 
scan was quite sufficient to measure the required magnetisation but the error in sample 
temperature means that the results are uncalibrated and so are only qualitative. Instead 
of cooling the sample once and making one measurement scan, it was necessary to cool 
the sample twice and make an initial scan with a given r and then a second scan taking 
ten times longer. The factor of ten can be reduced at the expense of greater errors in 
the resulting 7'. The total amount of machine time used was a factor of 12 more than 
that required if the sample and the sensor were at the same temperature. 

USE OF A RAMPED RIPPLE - AN ELEGANT AND TIME EFFICIENT SOLUTION 

Given the inefficiency of the multiple rate method, a much more efficient method 
was required. This was developed as follows: 

When the sensor temperature is slowly ramped, the error in the sample tempera­
ture can be described by a single parameter L measuring how much time elapses between 
the sensor and sample passing a given temperature. 

When the temperature of the system is forced into oscillation and detected by 
the sensor, the sample is unable to keep in step and its temperature lags with an 
oscillation of reduced amplitude. This can be described by the two parameters in the 
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complex gain G(w). We define the ratio of the temperature oscillation amplitudes as 
the magnitude of the complex value IGI, generally less than unity. The argument L G 
is the phase angle by which the sample is ahead of the sensor, generally negative. 

We may detect small variations in sample temperature by monitoring the changes 
in magnetisation signal that occur and relating these to the observed changes in sensor 
temperature. 

Theoretical Treatment 

• We assume that the sensor is at the same temperature as the bulk thermal mass 
of the system. 

• We model the thermal characteristics connecting the sample to the system, but 
describe this by the apparent characteristics from the sensor to the sample, since 
the sensor and the system are at the same temperature. 

• The sample is modelled by a lumped thermal mass connected to the sensor by a 
thermal impedance. This lag is described by a time constant T. 

• We also add a delay of duration d to account for the time taken for gas to flow 
from the sensor to the sample. 

The transfer function generated by standard methods [1] from this model is 

e-i..,d 
G(w) =--:--

1 +iWT 
(3) 

In the new technique, instead of causing the sensor temperature Tsensor to ramp 
smoothly, active control is used to superimpose a small ripple a cos wt into the slope. 
If aw is less than the ramp rate g then the sample temperature Tsample never reverses 
direction and the sample temperature cannot exhibit hysteretic behaviour. 

A check must be made to ensure that the sensor temperature Tsensor is oscillating 
as expected, since inappropriate control parameters could cause the system temperature 
not to follow the intended profile. 

We linearise the problem by considering a small temperature range around a par­
ticular temperature To. Tsensor(t) will be the ramp with the sinusoidal ripple imposed 
and the magnetisation M will show a similar ripple. We can find the expected response 
from the measurement in terms of the sensor behaviour Tsensor and the transfer function 
as follows 

M(T) = M(To) + (T - To) d~~T) IT=T. 
M(T) = Mo + (T - To)My 

{ 
Mo = M(To) 

where My = dM(T) I 
dT T=T. 

(4) 

We replace cos 0 by the real component of the complex exponential, reduce the ampli­
tude by G(w), and delay the ramp by L 

coswt = )Rei..,t 

Tsensor(t) = To + gt +)R (aeiwt ) (5) 

T.ample(t) = To + get - L) +)R (G(w)aeiwt ) 
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A standard result [21 permits L to be deduced from G(w) 

L=-Lim G(w)-1 
w --+ 0 zw (6) 

=d+r 

From (5) and (4) above we can deduce the variation in magnetisation of the sample. 

M(t) = M(Tsample) 
= Mo + Mgg(t - L) + Mg~ (G(w)o:ei"'t) 

(7) 

From measured values of the magnetisation variation, we can use this to determine 
the two parameters of G(w). To perform an experiment, a value of w is chosen in order 
that the argument of G(w), L(G), may be expected to be about 45°. A fit is applied 
to each of M(t) and Tsensor(t) with a small window that is just large enough for a few 
oscillations of the temperature setpoint to be present. This fit finds the arithmetic mean 
value K, the phasor C + is of the frequency component and the local gradient R. 

fit(t) = K + R(t - I) + ~[(C + is)ei'''t] (8) 

The values of the parameters of (8) found in the fits are used to calculate the 
physical parameters of the system using (5) and (7) above, as follows. Subscript T 
refers to the temperature fit and subscript M refers to the magnetisation fit. Three 
terms define the temperature ramp, two terms define the linear approximation to the 
magnetisation and one complex term defines the transfer function 

but from equation (3) 

thus 

0: = J(C't + S't) 

To = KT 

9=RT 

Mo = KM +LRM 

My =RM/RT 

G(w) = CM+~SM (RT) 
CT+ZST RM 

1 
IG(w)1 = VI +w2r2 

L G(w) = -d - tan- l wr 

d = - L G - tan- l wr 

(9) 

(10) 

(11) 

We can thus calculate the two parameters r and d as a function of temperature. 
To reduce noise, the parameters are determined from smoothed graphs over the whole 
temperature range and the smoothed parameters are used in the transfer function to 
correct every Tsensor in the experiment to a Tsample' 
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Example Analysis 

A sample of approximate composition Y Ba2Cu307 was measured with the pa­
rameters listed below and then analysed as described above. 

g =0.07 K min-tRamp rate 
27r/w = 40 min Period 
aw/g = 1 Modulation depth 

Tt = 10 K Temperature start 
T2 = 97 K Temperature finish 

J-LoH = 1 Tesla Applied field 
I. = 5 em Sample scan length 

The value of G( w) resulting from the calculations is shown on the left in figure 3, 
estimates of the thermal lag T and thermal delay d are shown on the right. Each fit 
results in one point on each of the graphs. It is clear from these results that for this 
particular measurement there was a negligible amount of thermal delay and thermal lag 
varied between about 3 and 8 min depending on the temperature. 

The difference between the sensor and calculated sample temperatures Tsensor -
T.ample is shown in figure 4 and has a mean of -g( T + d) = 0.5 K. This value is small, 
because the ramp rate was a factor of 7 smaller than usual. In ordinary use, this 
technique would have corrected temperature errors of the order of 4 K. 
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• There are obvious benefits in these two methods over Drift Mode. the second 
method is an improvement over the first. 

• The new technique allows measurement to be as fast as a single standard drift 
mode run. 

• The parameters of the model are estimated separately for different temperatures, 
so single experiments that scan through large temperature ranges are possible. 

• The model parameters measured of the sample are used. The sample need not 
be compared with similax standard samples, so that unlike methods that predict 
the parameters by comparison with test runs, these inaccuracies need not occur. 

• The recalculation of the sample temperature from the sensor also allows the 
model to correct for temporary failures in the temperature control. 

There are still problems on systems with a constant temperature difference between 
the sensor and sample due to a flowing gas environment. While this new method is still 
an improvement over other methods, the sample temperatures resulting from it do not 
take the constant difference into account. Cryostats such as that of the MPMS, with a 
virtually stagnant gas sample chamber, do not suffer this additional problem. 
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Appendix 

Irreversibility Line Debate 



The Irreversibility Line 

Q. Y. Chen 

Honeywell, Systems Research Center 
MN65-2600, 3660 Technology Drive 
Minneapolis MN 55418 

Measurements of AC susceptibility for type II superconductors, including high 
temperature superconductors, largely reveal two types of energy losses: (1) hysteresis and 
(2) flux motion. Using a small ac signal Hac superimposed on a dc field, the points (lIdc,'D 
on the H-T plane for the X" peaks have been used to determine the "irreversibility line" (IL) 
for a high-temperature superconductor. While the IL has been treated as a thermodynamic 
boundary between the vortex liquid and vortex solid (based on the notion of vortex 
melting), which thus should be an intrinsic property, its dependence on the sample sizes, ac 
amplitudes, and frequencies have been observed, although opposite results also exist. For 
the former, the line shifts toward higher temperature as the frequency increases and toward 
lower temperature as the sample size decreases or as the ac amplitude increases. 

The hysteresis contribution, quite similar to that due to domain-wall motion in 
ferromagnetic materials, originates from the orientation change of trapped flux and should 
be independent of the frequency of applied field. Under such circumstances, 
superconducting screening is effective and the critical state model gives a good general 
account of the magnetic behavior. The work by Maxwell and Strongin

c 
has laid much of the 

physical foundation for interpreting the basic feature of X -T curves of most 
superconductors. Later works on granular superconductors further take the intergranualar 
and intragranular critical currents into account, but the fundamental physics is quite the 
same. For strong-pinning type 11 superconductors, the Bean critical state model and its 
modifications have provided a simple picture for a field penetration and the associated 
current distribution. In these materials the energy loss is mainly due to the magnetic 
hysteresis and X is therefore independent of frequency. 

I have illustrated in my article that with increasing applied field and frequency the 
flux pinning would be weakened and flux-motion effects will become more significant. 
Consequently, the superconducting screening effect will decrease and eventually be 
overwhelmed by the regular ac screening effects mediated by the flux flow induced 
resistivity. In the weak-pinning regime, the ac magnetic behavior can be understood in the 
context of flux-motion-induced resistive dissipation which is governed by the magnetic 
diffusion equation. In a sense, one may regard such materials as a viscous vortex-dragging 
oscillatory system. 

When using ac susceptibility as a means of determining the irreversibility line, it is 
important that one establish whether it is the hysteresis or the flux-motion .effect that is 
dominant. The dc irreversibility line on the H-T plane is the boundary above which the 
induced dc magnetization current in the superconductor cause the vortices to move. The ac 
irreversibility line, however, delineates a demarcation line whose origin needs to be further 
determined; in the flux-motion dominated case, regular skin-effect may playa major role. 
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Generally speaking, it is possible that the width of X will be much broader in this case as 
compared with the superconductivity related cases. Discussions on the skin-effect and on 
the energy dissipations can be found in classical electrodynamics textbooks. 

Unless it can be certain that absolutely no ac frequency or amplitude dependence 
can be found in measuring X", the controversy over the physical meaning of the ac 
irreversibility line remains unresolved. While lack of accuracy, the dc technique in 
principle is the only magnetic method, in my judgement, that would give least dispute on 
the validity of "irreversibility line" data interpretation. 
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Remarks on the Irreversibility Line 

A. Campbell 

Research Center in Superconductivity 
University of Cambridge 
West Cambridge Site Madingley Road 
Cambridge CB3 OHE, United Cambridge 

1) The different results from different experimenters can be explained in terms of the 
different flux line amplitudes involved. 

If we have low displacements compared with the vortex spacing the system is linear 
and the critical state is not involved. As we cool the sample the resistance decreases and we 
get a peak in the loss when the skin depth is equal to the particle size. This peak in the loss 
is independent of amplitude, but depends on frequency and sample size. It occurs at a 
higher temperature than the zero resistivity point, or the point where the magnetic hysteresis 
goes to zero. 

If we have large displacements we use the critical state model. As the sample is 
warmed the loss increases as Ie decreases, going through a peak as the critical state reaches 
the center of the sample. This peak is independent of frequency but depends on the 
amplitude and sample size. It occurs below the point of zero resistance and dc reversibility. 

2) There are two irreversibility lines which occur at very different temperatures. One is the 
intergrain value when the junction ic<l>o reaches kT, the other when the grains become 
reversible. 

3) If it is due to a phase transition in the vortex lattice it must be independent of the direction 
of the current with respect to the crystal planes. Resistive measurements and recent 
inductive measurements by Asquinazi do not support this (F. de la Cruz and C Duran, 
Proc. 6th Int. Workshop on Critical Currents, Cambridge 1991, to be published in 
Super. Sci. and Tech.). 
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Comments upon Irreversibility Line Measurements 

R. B. Flippen 

E. I. Du Pont de Nemours and Company 
Central Research and development Department 
Experimental Station, PO Box 80228 
Wilmington DE 19880-0228 

During the special session discussing the irreversibility line (IL), it was evident that 
there was a misunderstanding concerning the use of the X" peak temperature as a function 
of magnetic field to define the irreversibility line. This peak is seen both as a function of 
the strength of the ac magnetic field (zero or small dc field present) and for a very weak ac 
field in the presence of much larger de fields. Only the latter measurement relates to the IL, 
for the following reason: the peak in X" at a given temperature in the former situation is (in 
the critical state model) at the point where the magnetic field just penetrates to the center of 
the sample and is a function of the ac field strength and the geometry of the sample. The 
peak appears at this point because maximum magnetic energy absorption takes place here, 
and a peak will occur whether there is an IL or not in the material. On the other hand, for a 
weak «1 Oe) ac field in the presence of a larger dc field, the change in magnetization of the 
sample due to the ac field represents a very minor hysteresis loop on the overall 
magnetization of the material; an ac measurement of X in effect samples the magnetic state 

of the superconductor. However small the ac field, X still exhibits a response to motion of 
magnetic flux in the magnetic state of the material, so that, for example, effects of flux 
pinning will be seen. 

In the latter measurement above for a material with an IL, as the temperature is 
lowered, absorption as seen by the size of X" increases in the reversible region as flux 
motion becomes more sluggish with decreasing temperature. Below the IL flux pinning 
sets in, and as progressively more flux lines get tied up at pinning centers, less and less 

magnetic energy is absorbed and X" decreases. Thus X" should peak at the boundary 
between reversible and nonreversible (pinning) regions, i.e., at the IL, and the line can be 
traced by the X" peak temperature as a function of dc field. The IL determined in this way 
agrees closely with the IL determined by FC/ZFC SQUID measurements for a number of 
materials (to be published). Since the IL from X" measurements is frequency dependent, 
presumably from thermally activated processes, this comparison is made using a 
measurement frequency low enough to approximate a dc measurement. 
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Comments on the Irreversibility Line 

Carlo Giovannella 

Departimento de Fisica 
Universita di Roma Tor Vergata 
Via Emanuale Carnivale 
00173 Rome, Italy 

In this meeting a certain amount of time has been devoted to discuss the possible 
meaning, if there is any, of the irreversibility line measured first by K.A. Muller, M. 
Takashige and J.O. Bednorz.l The observation of irreversibility lines on the H-T plane, is 
not per se a signature of a phase transition. Very important, in fact. is also the dependence 
of the position of the irreversibility line on the H-T plane on the measuring frequency. If 
its position depends strongly on the measuring frequency, i.e. on the time window of the 
experiment, this line has probably nothing to do with critical phenomena. A phase 
transition occurs, by definition, because of a sudden change in the state of the system under 
investigation; and when it occurs, we should be able to defme a critical region (in general 
very narrow in temperature), static and dynamical critical exponents and to observe a 
critical, i.e. a sharp, slowing down of the dynamics; all the above quantities can be 
experimentally measured and detennined. 

However, since the disorder, that is present in a large part of the physical systems, 
generates a distribution of coupling strengths, one might observe non-critical slowing 
down also in systems that one expects to undergone a critical transition. In this situation, is 
it still possible to define a critical transition and a scaling? The answer is yes, if one makes 
use of the concepts of self-similarity and percolation. The concept of self-similarity apply 
to the disorder, so that the system has to appear the same on whichever scale one chooses. 

A percolation transition can be defined either in the real space or in the space of the 
configuration. The relation between the two has not yet been clarified. In the first case a 
critical transition occurs when a connected cluster, for example, of frozen spins (if we are 
considering a paramagnetic-spin glass, P-SO, transition from above) spans the whole 
volume of the system; and this in spite of the existence of a distribution of clusters of 
different sizes not yet frozen. The above scenario is that of the Fractal Cluster Model, 
FCM.2 In the case of the configurational space, and considering always as example the P­
SO transition, one can say that a percolation transition occurs when the connectivity of the 
space is broken, and only unconnected areas of accessible states remain.3 

Granular superconductors, like the high critical temperature oxides, because of the 
presence of a large number of Josephson Junctions can be considered as an ensemble of X­
Y spins characterized (because of the disorder) by a distribution of coupling strengths. 
Their behavior was examined in the framework of the FCM and the results were 
encouraging enough to suggest the occurrence of a percolation transition.4 In the FCM 
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framework, however, the irreversibility line has not any relevant meaning; it just tell to the 
experimentalist that its apparatus is sensitive enough to detect the fIrst loop of junctions, or 
the fIrst ensemble of loops of junctions, that, having their phases frozen are in the condition 
to trap magnetic flux. The definition of the experimental point at which the percolation 
transition occurs is not completely unambiguous and has been discussed in ref. 4. 

The role played by the disorder, either positional or compositional, on the 
properties of the system can be well understood only coming back to ordered systems 
(using systems simulated at a computer) and introducing in them the disorder in a 
controlled way. Indeed, many of the characteristics of granular systems that have been 
experimentally measured, like for example hysteresis cycles with a butterfly form, can be 
well reproduced.5 

The last point I want to stress is the need of performing measurements in a situation 
in which the system can be considered homogeneous and not disturbed by, for example, 
the applied fIeld. In fact, we can not pretend to observe a critical transition if, for example, 
there exist a macroscopic fIeld gradient in the sample. Critical transition, thus, can be 
studied only in very week magnetic fIelds and in the proximity of the critical transition (in 
the critical region), where the sample is in average fully penetrated by the fIeld. 

1. K.A. Muller, M. Takashige, J.G. Bednorz, Phys. Rev. Lett. 58:1143 (1987) 
2. A.P. Malozemoff and B. Barbara, 1. AI1I1l. Phys. 57:3410 (1985) and references 

therein 
3. LA. Campbell, Phys. Rev. B 37:9800 (1988) and references therein 
4. C. Giovannella, Phys. Stat. Sol. (b) 154:273 (1989) and A. Giannelli and C. 

Giovannella, Physica A 168 :277 (1990) and references therein 
5. A. Giannelli and C. Giovannella, 1. of Less-Comm. Met. 164 & 165:1488 (1990) 

and references therein 
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Experimental Determination of the Irreversibility line: Criticism of some 
techniques and new proposals. 

C. RilIo, R. Navarro 

Instituto de Ciencia de Materiales de Aragon, 
CSIC-Universidad de Zaragoza, 
50009 Zaragoza, Spain. 

Irreversibility effects appear in classical type II superconductors due to the pinning 
forces acting on the magnetic flux lines (vortex) and experimentally may be detected by the 
associated hysteresis effects. In high temperature superconductors the same characteristics 
holds, but before to reach the Hcz(T) line of the H-T phase diagram the so called 
irreversibility line, Hirr(T) is easily detected (Muller et aI, 1987; Malozemoff et al, 1988). 
Above this boundary the vortex start to move quite freely. Without going into the 
discussion of the nature of Hirr(T) it is clear that different experimental techniques and 
criteria used in its det~rmination, even for the same sample, gives great differences in both 
shape and value. Consequently, many comparisons performed to elucidate the more 
appropriated theoretical model as well as its physical origin are lacking of the required 
unambiguous experimental results for Hirr(T). Thus a critic revision of such techniques 
may give the necessary insight to the problem and this is the aim of this short discussion. 

The most direct and easy to interpret measurements of Hirr(T) are those associated 
with the magnetization hysteresis-loop. Other determinations using electric transport 
properties, to the above difficulties of the magnetic study, add the presence of Lorentz 
forces giving further complications. Common magnetic derivation of Hirr(T) are the 
following: 

i) Magnetization. Field cooled (FC) and zero field cooled (ZFC) dc magnetization, Mpc 
and MzPC respectively, has been used in the derivation of Hirr(T). Upon increasing the 
temperature, the joining of the MZFc(T) and Mpc(T) curves recorded at a given field Ho 
takes place at a temperature, To, giving a point of the irreversibility line; Hirr(To)=Ho. The 
obvious experimental limit of this technique is the dispersion of the data (noise), t.M(T) 
(Xu and Suenaga, 1991). Then, To is the temperature at which the difference Mzpc(T)-
Mpc(T) becomes greater than t.M(T). Indeed as Mzpc(T) and Mpc(T) are smoothly 
joining curves the error bars in To are important and careful experiments with all this 
precautions are difficult and scarce (Suenaga et aI., 1991). 

ii) Ac susceptibilily. The maximum of the out-of-phase component, X"(T) of the ac 
susceptibility, recorded at low frequency and some ac field amplitude, ho, which holds at 
some temperature T max determine Hirr(T) by the relation Hirr(T max)=ho (Emmen et aI, 
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1990). Moreover, also the onset temperature of X"(T), Tonsel, have been used; 
Hirr(Tonset)",ho (Civale et al •• 1991). The absorption X" is proportional to the ac 
magnetization hysteresis loop area which is non-zero in the presence of irreversibility. 
Obviously X"(T};./:O at T>Tmax and irreversibility may exist above Tmax thus there is not 

physical reasons for the X" maximum criteria to define Hirr(T) and its use give big 
contradictions as frequency dependent values. Furthermore, although in superconducting 
slabs and cylinders the simplest critical state model predicts h*(Tmax)=ho* (h* being the 
field needed for full magnetic penetration ) for other geometries and models this 
coincidence does not take place (Navarro and Campbell, 1991). 

On basis of the above arguments, the use of the x"(T) onset criteria will be more 

consistent. However, skin depth penetration effects may also give non zero X"(T) values 
(Khoder, 1991) even in normal conductors. Thus the analysis of X" may be carefully 
performed and may give erroneous values. 

iii) Non Linear effects. The onset of higher order non linear effects in the ac 
susceptibility may overcome some of the mentioned difficulties of X" in the determination 
of Hirr(T) (Shaulov and Dorman, 1988). In particular the modulus of the third harmonic, 
X3(T), has the greater intensity and do not appear by skin penetration effects. Thus we have 
proposed (Angurel et aI., 1991) its measurements for a better determination of Hirr(T) 
using ac techniques. Preliminary experiments performed on thin films and sintered powder 
samples (Angurel et al., 1991) proves that this criteria yields field amplitude independent 
values decreasing the experimental uncertainties. 
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self inductance 

limits on frequency, 321 
measuring techniques, 320, 334, 

380,417,423 
AC Losses, 132, 177*,236 

eddy current, 186,207,536 
magnetic hysteresis, 83, 178 
normal-superconducting, 

composites, 204, 208 
type II superconductors, 83,192*, 

203 
surface losses, 200 

AC Magnetic Permeability, 84,180, 
183, 192, 196, 198 

data, 
Nbo.g9TaO.1l, 192 
NbO.90Tao.IQ, 191 

differential, 188, 194 
effective value, 130, 230, 244 
theory, 83, 183* 
thin film, 59, 379 

AC Magnetic Susceptibility, X, 
9,25,50*,82, 140,214,238,291, 
365,377,389,405,429,475,503, 
519 

amplitude susceptibility, 296, 299 
butterfly susceptibility, 521 
critical current density, 267* 

fitting procedure, 251, 255 
cross-over line, 483, 499, 507 
cusp { i.e. maximum in X(T)} , 475, 

483,486,489,503 
data-alloys, compounds and 

elements 
Bi-Pb-Sr-Ca-Cu-O-ceramic,242 
Bi-Pb-Sr-Ca-Cu-O-two phase, 244 
(Bi-PbhSr2Ca2Cu30x, 52, 54 

AC Magnetic Susceptibility,X, (continued) 
data-alloys, compounds and 

elements (continued) 
Bi-Sr-Ca-Cu-O-crystalline, 306 
Bi-Sr-Ca-Cu-O-film, 60, 62 
Bi2Sr2CaCu20g, 37,42, 115 
(BEDT-TFFhCu(NCSh,116 
Cd, xiii 
CsMnF4H20, 22 
CuMn,404 
Od-film in situ, 525 
H02FeI4B, 20 
LaPd20e2, xiv 
Nb-disc, 401 
Nb-powder,4oo 
Nb3Al-cast ingot, 382 
NbN film,415 
NbNAI-bilayer film, 414 
NbZr/NbTi-composite, 36 
Nd1.8sCeO.lsCu04-x,44 
Pb-disc, 391 
Pb-sphere, 111 
Pd-0.75 at.% Mn, 481, 485 
Pd-5.0 at% Mn, 491 
Sn, xvi 
Ta, xvi 
TlIBa2Cu30x , 37 
T12Ba2Cu06.IS, 121 
ThBa2Cu06.lg, 122 
Tl2Ba2CaCu20g-film, 433 
T12Ba2CaCu20g-single crystal, 434 
ThBa2CaCu20g, 123 
T12Ba2Ca2Cu30x, 15 
T12Ba2CaCu20x-single crystal, 558 
V3Si,45 
V3Si-single crystal, 34,219 
Y-Ba-Cu-O, 240, 241, 273, 275 
Y-Ba-Cu-O-film, 458, 459 
Y-Ba-Cu-O-film, single crystal, 345, 

346 
Y-Ba-Cu-O-polycrystal, 368, 370 
Y-Ba-Cu-O-single crystal, 348, 373 
YBa2Cu30x-polycrystalline, 296, 297, 

300 
YBa2Cu306.SS-single crystal, 386 
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AC Magnetic Susceptibility,X, (continued) 
multiphase samples, 33,38,61,243, 

306,410 
nonlinear effects, 313* 
out-of-phase component, 10, 16, 82, 

132, 284, 369 (see also loss peak) 
real (in-phase) component, t, 10, 25, 

83,284,292,339,353,366,379 
dip, 389 

relaxation time effects, 377 
remanent susceptibility, 296, 299, 

307 
scaling law, 482 
simultaneous dc transport current, 

19 
theory, 40, 86, 215, 229*, 281, 294 
type I response, xiii-xvi, 226 
wide band susceptibility, 296,298, 

301 
AC Magnetization, 132, 140, 33 
ACResponse 

nonnal metals, 184,216,314,317 
type n, 314 

AC Screening, 36, 85, 93, 225 
NbZr/NbTi-sandwich,36 
thin surface layer, 224 

Arrhenius Law, 504, 557 

Blocking Temperature, 504 

Cavity Quality Factor, Q, 535 
relationship to X", 536 

Coils 
balancing at 10 MHz, 561 
dc magnetization studies, 131 
complex impedance of, 320, 382 
drive, 405,437 
for high pressure studies, 109, 112 
mutual inductance of, 4, 26, 70,91, 

140,335,354,380,430,439,556, 
563 

optimization, 11,31,522 
pancake, 415 
receive, 405, 437 
second differential, 568 
self inductance, 320, 382,425 
self resonance, 4, 92, 93 
temperature drift, 29, 70 

Cole-Cole Diagram, 380, 383, 509 
Critical Current Density (Magnetic) 

ac susceptibility, 19,66,257,264, 
268,327,414 

criteria, 408 
depairing, 222 
high pressure effects, 124 
intragranular, 199 (see also Critical 

State Models) 
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AC Magnetic Susceptibility,X, (continued) 
data-alloys, compounds and 

elements (continued) 
YBa2Cu306.60-single crystal, 383 
YBa2Cu306.93-single crystal, 384 
YBa2Cu307-d, 18, 53, 55. 
YBa2Cu307-d-single crystal, 30, 35 

43, 
YBa2Cu30?_d,-tubular sample, 98 
YBa2Cu307-single crystal, 323, 325 
YBa2CU408, 123 
YBa2(Cuo.94Feo.06hOy-sintered,341 

343 
data analysis, 144,214*,221,238*, 

251,259,371 
data under high pressures 

AuGa2,126 
(BEDT-TTFhCu(NCSh,116 
Bi2SrCaCu20g, 115 
Pb,111 
TI2Ba2Cu06.15, 121 
TI2Ba2CU06.lg, 122 
T12Ba2CaCu20s, 123 
weak ferromagnets, 113, 122 
YBa2Cu307_d-single crystal, 118 
YBa2CU40g, 123 

dc magnetic field effects, 17,27,39, 
84,89,97,100,190,197,236, 
277,298,367,384,390,450,548 

differential susceptibility, 1,40 
dilute magnetic systems, 475* 
of ellipsoids, 151 
externaVinternal,53, 57 
frequency dependence, 12, 42,85, 

101,298,385,463 
granular properties, 52 
intragranular (intrinsic), 39, 53, 

238,303,333 
intergranular, 37, 39, 52, 226, 238, 
303,333 

harmonics, 12, 15, 17,85,97,214, 
238,333*,336,338 

loss peak-maximum in X"(T), 22, 33, 
35,57,87,89,91,214,222,225, 
239,254,261,271,277,285,293, 
297,324,340,355,361,366, 
369,373,379,389,397,435 

high pressures, 118 
nonlinearity in I-V curves, 330 
nonnal metals, 184,214 

measuring techniques, 291, 337, 380, 
405, 457, 479 (see also Mutual In­
ductance Bridges and Susceptome­
ters) 

models for, 215*,229*,251,259, 
267,338,347,365,377 



DC (Static) Magnetization, (continued) 
sample displacement, 138 
voltage integration, 13, 158 
scaling law, 482 

remanent magnetization, 261, 505, 
507,511 

temperature dependence, 511 
time dependence, 509, 511 

spin glasses, 507 
thin films, 346 
time dependent, 333, 503, 509 

Fourier components, 333 
harmonics, 333 

zero field cooled (ZFC), 160, 166, 290, 
305,306,389 

de Almeida-Thouless (AT) Line 
496.503,507* 

de Hass-van Alphen (dHvA) Effect 
561 

YBa2Cu306.97. 562, 564 
Demagnetization Factor, 26, 56*,160, 

346,359,406,432.480 
effect on X, 26, 52, 60, 277 
table of. 57 

Differential Paramagnetic Effect, xiv, 
39,45125,389*,392,404 

data on 
AuGa2,126 
BhSr2CaCu20s, 42 
Cd, xiii 
LaPd2Ge2. xvii 
Nd1.SSCeO.lSCU04-x,44 
Pb,392 
Sn, xiv 
Ta, xiv 
V3Si,45 

Dilute Magnetic Systems, 475* 

Eddy Current Losses, ~ AC Losses, 
Electrical conductivity 

complex. 221 
Electric Field 

criterion for Ie, 133, 409 
surface, 133, 135 

Exchange Constant, 476 

Film Impedance 
electrostatic field effect. 447 
measurements. 413. 437 
su perlattices 

MoGe/Ge, 449 
Fluctuation Theorem, 483 
Flux 

creep. 239. 405,417 
density gradient, 130, 136, 146, 194. 

196 (see also Magnetic Field 
Profile) 

dynamics, 232 

Critical Current Density (Magnetic) 
(continued) 

intergranular, 124, 165, 199,231, 
257, 267, 272, 302 (see also 
Critical State Models) 

Josephson, 231 
from magnetization, 66, 124,268, 

408 
models for, 229*, 251. 259. 267 

Critical Dynamic Field, 367. 370 
374 

field orientation effects, 373 
relationship to le, 374 
values of, 369.372 

Critical Exponents. 476,485, 507 
Critical State Models (CSM), 19,63,95. 

173,268,276,316,334,338,379. 
510 

Bean** 
nonlinear response, 324, 379 

Critical Temperature, 51 
measurement of. 53, 406 413 

Cryostat 
design of, 3, 29, 69, 108,269,336, 

354,380,417,425,480 

DC Ballastic Mutual Inductance Tech­
nique, xi 

incremental susceptibility, xiii 
DC (Static) Magnetic Susceptibility, 

161,365,377, 
data on 

Nb spheres 161 
T12Ba2Ca2Cu301O+d,165 

DC (Static) Magnetization, 15,82. 129*, 
157*,290,305 

data on 
Bil.sPbo.3Sr2Ca2CU301O+d, 168 
TI2Ba2Ca2Cu3010+d. 165, 170 
Nb powder, 399 
Pb disc, 391 
YBCO,513 
YBa2Cu307 single crystal, 174 
YBa2Cu307-d, 570, 574 

equilibrium magnetization, 167, 169, 
186 

field cooled (FC), 160, 166,290,305, 
389 

thermoremanent magnetization 
(TRM),505 

hysteresis analysis, 569 
internal fields, 359 (see also Demag-

netization Factor) 
irradiation effects, 174 
loop, 290 
measuring techniques, 13, 131, 136 

158, 167 

603 



hreversibility Line (continued) 
data on (continued) 

Y-Ba-Cu-O ceramic, 356, 362 
YBa2Cu3D7-x ceramic, 357, 358 

effect of demagnetization factor, 355, 
359 

frequency dependence, 101,353*, 
361,515 

I-V curves 
nonlinear response, 318 

pros and cons 
329,386,587-596 

scaling laws, 389, 403 
thermally activated flux flow (TAFF), 362 
vortex-glass, 362, 516 

Josephson Junction 
coupling strength, 231 
model of granular material, 339 
multiconnected network, 229, 334 

Kinetic Inductance, 427, 438 
data on 

YBa2Cu307 film, 444 
(BEDT -TTFhCu(SCNh crystal 

450 
Kosterlitz-Thouless Transition Temp­

Temperature (TKT), 443, 445, 449 

Longitudinal Biased Initial Suscepti­
bility, 522, 526 

Lifschitz Transition, 125 
London Equation, 425 

generalized, 150 
Lorentz Force 

density, 230, 239 
Loss Peak, see AC magnetic Suscepti­

bility 

Magnetic Diffusion, 85,181 
Magnetic Field 

equilibrium value, 186,201 
internal field, 346, 406, 413, 479, 

484,(see also Demagnetization 
Factor) 

penetration field, 299, 303 
profile, 130, 136, 146, 196,233,282, 

297, 302 (see also Flux density 
gradient 

under field sweeps, 137 
with surface barrier, 200 

Magnetic Flux Density 
internal, 346 
mean value, 289, 292 

Magnetic Flux Diffusion Time, 182 
Magnetic Flux Quantum, 168,229 
Magnetic Hysteresis 
defect induced, 173 
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Flux (continued) 
flow 

diffusion time, 188 
losses,186 
magnetic diffusivity, 188 
regime, 322 
resisitivitY,Pff, 187,316,318 

skin depth, Bff, 188,316 
viscous, 316 

line cutting, 193 
motion 

activation energy, 101,558 
diffusive, 379 
scaling law, 101, 
thermally assisted 

Flux Pinning, 186,191 
bulk, 192*,196 
force density 

maximum, 230, 239 
intergranular, 231, 243 
intragranular, 237 

potential, 231, 239 
surface, 194 

Fraunhofer Pattern, 232 
Frolich-Kennelly Plots, 527 

Oabay-Toulouse (OT) Line, 507 

Heisenberg Hamiltonian, 476 
High Pressure Studies of X, 107* 
diamond-anvil cell, 113 
helium-gas cell, 109 
metal-gasket cell, 111 

Hopkinson Maximum, 482, 497, 
523 

Hysteresis Losses, ~ AC Losses 
Hysteresis Loops, ~ Magnetic 

Hysteresis 

Impedance-Complex 
film, 441 
sheet, 439 
temperature dependence, 446 

Inhomogeneous Superconductors, 
365* 

Irreversibility Line, 18,89, 100,305, 
307,313*,318,356,387,389,404, 
507,512,514,.567,577 

ac field dependence, 360 
ac susceptibility (peak in X") 

329,354,361,397,404 
data on 

Bi-Sr-Ca-Cu-O film, 356 
Bi2Sr2CalCu20), crystalline, 357 
TI-Ba-Ca-Cu-O film, 356 
Y-Ba-Cu-O crystal, 356 
Y-Ba-Cu-O films, 356 



Magnetic Hysteresis (continued) 
loop, 84,94, 118, 183, 185,202,236 

261,290,295,305,367 (see also ' 
AC Losses) 

relation to X",181, 184,202,293 
Magnetic Invisibility Effect, 304 
Magnetic Penneability 
complex, ~ AC Magnetic Pennea­

bility 
Magnetic Phase Diagram, 365 
Magnetic Susceptibility 
complex, ~ AC Magnetic Suscepti­

bility 
static, ~ DC Magnetic Susceptibility 

Magnellcally Modulated Resistance 
(MMR),531 

signal (response) interpretation, 
534" 538 

(MAMER), 532 
NbN thin film, 540 

(MAMMA),532 
anisotropy effects, 539, 544 
BiSrCaCuO granular film, 539, 550 
EuBa2Cu307_ , 548 
k-(BEDT-TFi!hCu(NCSh, 542 
(Lao.94SrO.6hCu04, 546 
multiple phases, 546 
YBa2Cu307 single crystal, 543, 545 
YBa2Cu307 melt grown, 544 

measuring techniques, 534 
schem~tic. of MMR system, 532 

Ma~nellzallon, ~ DC Magnetization 
Melssner-Oschenfeld effect xi xiv 50 

159,305,389 ' , , , 
small particles, 160 

Meissner State, 180,229,406 
Mutual Inductance ~ also Coils) 
complex, 441 
dissipation peak, 442 
measurement of, 442 

Mutual Inductance Bridges and 
Susceptometers, 9, 26, 69, 354, 
429,438,479,519 

block diagrams, 8, 27, 93, 270 
calibration, 10,31 *,72* 143 438 

443,481 '" 
coil design, ~ Coils 
design, 8, 27, 69, 
high field design, 553 

schematic, 554, 556 
imbal~ced voltages, 337, 381 
operatIon and adjustments of, 9, 28, 

70,72,269,431,479,553 
phase adjustment, 28, 71, 355 380 

381,520 ' , 
schematic for, 335, 336,381 430 
sensitivity, 74, 133, ' 
problems and solutions, 32, 523 

Mutual Inductance Data 
thin films ' 

NbN,414 
NbN/AI bilayer, 414 
YBa2Cu307, 441, 442 

Non Destructive Testing NDT 
423 " 

Normal Metals 
electrodynamics, 73,181,216,314 

Optical Excitations 
activation energy, 470 
magnetic detection (MDOE) 455 

principle of, 456 ' 
non-bolometric response, 463, 467 

Penetration Depth, 58, 160 
Bean, 316,324 
Campbell, , 326, 379, 450 
pinning efects, 318,153 

effective, 152 
London, 58, 160, 168, 171 243 432 

439,445 '" 
Josephson, 229,432 
measurement on 

Bi-Sr-Ca-Cu-O, 171 
YBa2Cu307,443 
Y2B~CU8016-d, 171 

Percolation Models, 19 
Pinni.ng Force Density, see Flux Pin-

mng 
Poynting Theorem, 178 
Proximity Effect, 43, 413 

Relaxation Times 
distribution of, 509 

Resistive Transition 
YBa2Cu307-single crystal, 318 

RKKY Interaction, 476, 503 510 
Reversibility Line, 567, 577 (see also 

Irreversibility Line 
Screening 

currents, 184,413,425, 512 
effect, 410, 438 

Self Inductance Bridge, 320, 423 
schematic, 424 
imbalance voltage analysis, 425 
data on 

YBa2Cu307 single crystal, 322 
YBCO film, 426 
YBCO/Ag bilayer, 426 

techniques, 320, 417, 423 
harmonics, 418 

Sheet Current, 416, 425 440 
Sherrington-Kirkpatrick'Model,477 
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Skin Depth,182, 190,216 315 379 
536 ' , , 

flux flow, 153 
residual, 222 

Skin Effects, 85, 97 
Spin Glasses, 475, 503, 506* 

bond disorder, 479 
double peak in X(H,T), 496 
ground state, 475 
magnetization, 507 
temperature, 475, 491, 496, 506 

SQUID Magnetometer 
without sample displacement 567 

571 ' , 
balancing of coils, 572 
coil design, 572 

Superconducting 
solenoid control circuit, 6 
volume fraction, 58, 62, 143,230 

Superparamagnetics, 504 
activation barriers, 505 

Surface Barrier, 194,200,261 
Surface Resistivity, 537 

Tempera~ure Control, 6, 27, 137 
automatIc, 7, 579 
drift rates-multiple, 580 
temperature error, 586 
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Thin Films, xviii, 59, 149 406* 423 
430, 437* '" 

susceptometers for 
409,423,429,438 

Transverse Biased Initial Suscepti-
bility, (TBIS), 522, 525, 526 

Units, 63, 159 

Vector Potential, 136, 150,425,440 
Viscous Losses, 186 
Vogel-Fulcher Law, 506 
Vortex Lattice 

melting, 172, 446 
Vortex State 
penetration depth studies, 167 
surface barrier, 194 

Vortices 
driving force, 130 
motion, 134,232,361 
pinning, 134, 136,316 
velocity of, 193 
viscous flow, 316 

Weak Link Behavior (see also AC 
S~sc~ptibility, granular properties) 
m smgle crystals, 119 

* in-depth accounts 
** this is the seminal critical state model 

(CSM) and is referred to throughout 
the proceedings. 




